
From One World to Another: Interfaces for
Efficiently Transitioning Between Virtual Environments

Matt Gottsacker

University of Central Florida

Orlando, Florida, USA

mattg@ucf.edu

Yahya Hmaiti

University of Central Florida

Orlando, Florida, USA

Yohan.Hmaiti@ucf.edu

Mykola Maslych

University of Central Florida

Orlando, Florida, USA

Mykola.Maslych@ucf.edu

Hiroshi Furuya

University of Central Florida

Orlando, Florida, USA

Hiroshi.Furuya@ucf.edu

Jasmine Joyce DeGuzman

University of Central Florida

Orlando, Florida, USA

jasdeg@ucf.edu

Gerd Bruder

University of Central Florida

Orlando, Florida, USA

bruder@ucf.edu

Gregory F. Welch

University of Central Florida

Orlando, Florida, USA

welch@ucf.edu

Joseph J. LaViola Jr.

University of Central Florida

Orlando, Florida, USA

jlaviola@ucf.edu

Abstract
Personal computers and handheld devices provide keyboard short-

cuts and swipe gestures to enable users to efficiently switch between

applications, whereas today’s virtual reality (VR) systems do not.

In this work, we present an exploratory study on user interface

aspects to support efficient switching between worlds in VR. We

created eight interfaces that afford previewing and selecting from

the available virtual worlds, including methods using portals and

worlds-in-miniature (WiMs). To evaluate these methods, we con-

ducted a controlled within-subjects empirical experiment (N=22)

where participants frequently transitioned between six different en-

vironments to complete an object collection task. Our quantitative

and qualitative results show that WiMs supported rapid acquisi-

tion of high-level spatial information while searching and were

deemed most efficient by participants while portals provided fast

pre-orientation. Finally, we present insights into the applicability,

usability, and effectiveness of the VR world switching methods we

explored, and provide recommendations for their application and

future context/world switching techniques and interfaces.
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1 Introduction
It is common for today’s computer users to multitask, or rapidly

switch between different applications, e.g., withAlt+Tab or Cmd+Tab
on a personal computer and swipe gestures on a smartphone. For in-

stance, information workers switch between eight or more applica-

tion windows [37] potentially hundreds of times every hour [45, 60]

to switch between and complete their tasks [3, 38]. Virtual reality

(VR) has shown substantial benefits for many standard comput-

ing tasks such as data analysis [48], visualization [43], presenta-

tions [27] and meetings [44] (to name a few). While modern VR

systems allow users to have multiple VR applications on the device,

the interfaces for switching between them are far from providing

the smooth and continuous mechanisms we enjoy with today’s

personal computers and smartphones: VR app switching interfaces

require the cumbersome process of navigating 2D menus with

pointing, clicking, etc., and do not account for the spatial needs

of VR. VR applications are entire worlds with content that can be

placed anywhere around the user — unlike desktop applications,

which are constrained to the physical location of a 2D monitor.

This unbounded nature of VR arrangement possibilities increases

task resumption complexity, especially when the user has to orient

themselves before resuming their task, potentially leading to higher

cognitive load [53]. Additionally, as VR systems are used for more

purposes and for longer durations, it is reasonable to assume that

in some scenarios, users will expect efficient VR world switching

features that provide an experience comparable to the switching

features on desktops and smartphones.

In this vein, recent research has explored how multitasking in-

terfaces and user processes can apply in VR, e.g., through the idea

of Simultaneous Presence [2] which explores how users can dis-

tribute their attention across multiple virtual environments (VEs)

at the same time, or conceptual frameworks designed specifically
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for quickly switching between VEs [29]. Additionally, prior work

examined the individual elements of the switching process, such as

providing previews of user’s real-world surroundings [12, 72, 78] or

other environments [1, 2, 22, 36, 55, 58, 69], supporting interaction

techniques for selection [19, 36, 55, 58], or designing transition

effects [24, 36, 55, 65, 66]. Yet, to our knowledge, no prior work

proposed or evaluated a dedicated interface that unifies these el-

ements into a complete world-switching workflow. In an effort
to inform future interfaces for real-world VR multitasking
workflows (e.g., switches involving shifts in user context,
task, and goal), we present an initial world switching interac-
tion model (see Figure 1) and derive interfaces that support
a continuous workflow of activation, selection of available
world options, and transition confirmation. In this first struc-

tured exploration, we approximate VR app switching as switching

between distinct worlds represented as VEs. We used an abstract

object search-and-retrieve task across several VEs to compare how

UI aspects affect performance and user experience.

With the goal of supporting a continuous interaction across all

phases of our world switching model as well as providing a preview,

we designed eight world switching interfaces based on this model.

These interfaces vary across preview pattern—World-in-Miniature

(WiM) vs. portal-based views—and interaction techniques—Head-

based Palette, Hand-based Palette, World Wheel, and Gallery. We

evaluated these interfaces using a controlled within-subjects ex-

periment with 22 participants who were tasked with rapidly tran-

sitioning between different VEs to complete an object retrieval

task. The study task focused on the user interaction with the in-

terface, so the experimental VEs were structurally similar and the

search space was well-defined and consistent. Our empirical inves-

tigation includes quantitative measures of efficiency and accuracy,

complemented by subjective assessments of usability, cognitive

load, user experience, and perceived continuity of interactions. We

found that for our search task, WiMs supported rapid acquisition of

high-level spatial information and were deemed most efficient by

participants for our task while portals provided fast pre-orientation.

Additionally, our Hand Palette afforded the fastest return to the

user’s start location. When combined with the WiM preview, the

Hand Palette and World Wheel scored highly for user experience

metrics and were preferred by participants. Our empirical results

provide insights into the efficacy of different factors of VR transi-

tion interfaces, contribute to the understanding of multitasking in

VEs, and pave the path for future development of intuitive, efficient,

and fluid world-switching interfaces so that UI solutions are ready

when hardware and OS-level support for app switching becomes

available. We list our contributions as follows:

(1) The first structured exploration (to our knowledge) of inter-

faces for world switching in VR.

(2) Empirical results from evaluating our techniques using both

objective and subjective metrics.

(3) Practical recommendations for researchers and developers

on adopting our techniques and creating new ones.

(4) Open-source access to our experimental setup and world

switching interfaces.

2 Background
VR systems and applications are typically designed around the idea

of immersing the user in a single environment at a time. Applica-

tions often aim to maximize the sense of presence in that one world,

minimizing distractions or links to alternative contexts. However,

as we outline in Section 2.1 below, many scenarios highlighted in

the research literature require users to shift their attention and

sense of presence across multiple worlds. These shifts can occur

frequently, making the design of efficient switching techniques an

important concern. As we show in Section 2.2, prior research has

begun to explore how to make switching smooth and comprehensi-

ble, though relatively little attention has been paid to optimizing

the efficiency of the switching interaction itself.

2.1 World Switching Use Cases
World switching interfaces serve multiple purposes across domains,

each presenting unique requirements and interaction patterns. Un-

derstanding these use cases provides essential context for designing

effective transition mechanisms between virtual worlds. The exam-

ple use case categories presented in Table 1 illustrate the breadth of

scenarios where world switching occurs, though we do not claim

these categories provide the comprehensive coverage of a complete

framework. These use cases and activities demonstrate that world

switching is not merely a convenience feature but a fundamental re-

quirement for complex VR workflows. The varying demands across

these scenarios emphasize the need for flexible and efficient world

switching interfaces that can adapt to different interaction contexts

and user requirements.

From these use cases we focus on a few common features: 1)
Previews and Provision of Spatial Context. We observe that some

workflows demand detailed spatial previews to assess 3D object

positioning (a) while others prioritize contextual information about

the nature of the virtual environment and who is in it (c). In other

use cases, users need simultaneous visibility into the states of multi-

ple environments (d, e), making it clear that world switching should

support efficient provision of the spatial context for the task. 2) In-
teraction. The switches are frequent (a, f), smooth (b), and swift

(d). It follows that the interactions used to trigger these should be

intuitive and simple to use. 3) Transition. Inherent in switching

between worlds is the moment where one world becomes the next.

In demanding tasks (a, f) these transitions are near-instantaneous

to minimize workflow interruption, while in social applications (c)

users may find it desirable to take more time. 4) Return to home.
Many use cases involve several different views or environments (a,

c, d, e, f). It is usually the case that there is a primary environment

around which the world switches revolve. For example, in a de-

velopment context (a) there may be a primary editor environment

that users return to often, or in robot supervision (d) there may be

a single environment serving as the overview dashboard. Hence,

the world switching interface must support quick formation of spa-

tial memory [68] to perform a return-to-home action. To identify

strategies for implementing solutions to these needs, we examined

the literature for works that address them in world switching and

adjacent domains.
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Table 1: Use case categories and example scenarios thatmay benefit from frequentworld switching in immersive VR applications.

Category Examples

(a) Immersed Development
& Content Creation

Environment modeling involving sculpting or modifying 3D object positioning requires developers to evaluate their changes from the

end-user’s perspective, necessitating rapid transitions between editing and preview/test modes [31, 51].

Behavior scripting workflows require developers to script interactions or adjust physics parameters before switching to test these changes

from the user’s viewpoint [71, 88].

Record and edit timeline activities, where users capture regular or 360 degree videos from multiple virtual world viewpoints, necessitate

transitions to timeline edit mode for sound editing and rearrangement, which may require frequently switching back to the environment to

re-record specific segments [14, 30, 59].

(b) Content Streaming
VR Game streaming presents complex challenges, as users stream immersive VR experiences while maintaining communication with their

audience through minimized chat overlays attached to different anchors like hands or scene objects, with the ability to switch to fuller chat

views containing additional audience interaction tools [33, 34, 83].

Prototype demos follow similar patterns, where users stream prototype immersive experiences while communicating with stakeholders via

voice, requiring smooth transitions between the demo VE and communication applications [31].

(c) Social Context
Switching

Collaborative spaces with multiple people working together frequently require users to transition from shared virtual worlds to private

virtual spaces for one-on-one conversations, such as when receiving personal meeting invites from a separate application while collaboratively

developing immersive experiences in another [25, 46].

Social context breaks during brainstorming involves users switching between virtual meetings and personal immersive spaces for individual

reflection before returning to the shared environment [46, 48, 80].

(d) Remote Control
Overseeing multiple machines or robots in industrial manufacturing chains or smart home systems demands specialized world switching.

These scenarios require swift transitions between viewpoints and embodied control modes, allowing users to switch perspectives to take

control when needed [26, 81].

(e) Real-world
Place Viewing

Urban planning workflows involve switching betweenmultiple viewmodes and data visualization layers of a city plan to gather comprehensive

information for construction decisions [74, 84, 86].

Location previewing for travel planning requires users to transition between multiple real world place previews and nearby attractions to

make comparative assessments for trip planning [40, 85].

(f) Cross-Application
Interoperability

Environment object reuse workflows require users to maintain multiple 3D scenes simultaneously, necessitating frequent world transitions,

for example, when copying objects from one scene and pasting them into another [16, 87].

Issue diagnosis processes often demand switching between multiple applications to troubleshoot system malfunctions [50], such as avatar

rendering problems across different applications.

2.2 World Switching Interaction Techniques
and Transition Effects

Recent work touches upon three elements of world switching: pre-

views, interaction, and transition, but rarely treats them as a single,

continuous workflow. Here we synthesize adjacent findings to mo-

tivate our design choices and study.

2.2.1 Previews: Additional Spatial Context. Previews help provide

additional spatial context to the user about a destination before

switching. A classic approach for spatial previews is commonly

achieved with portals (additional windowed viewpoints). In 1998,

Elvins et al. [22] used “worldlets,” or interactive 3D thumbnails in a

2D web browser context, to provide users with multiple 3D views

of a virtual city to assist them in a wayfinding task. Although these

viewpoints are of a single virtual world, the idea of using portal-like

limited views to preview other worlds remains significant and is

well-represented in current literature, including works by Men et

al. [55] and Husung and Langbehn [36]. Recently, Linne et al. [47]

introduced SliVR, a hub that arranges several portal previews of

different VEs around the user for multitasking purposes. Taking

a different approach to spatial previews, Schjerlund et. al. [69]

proposed the OVRLap technique for overlaying multiple semitrans-

parent viewpoints from different locations in a VE, with only the

selected viewpoint opaque and interactable by the user. Combining

this concept with portals, Ablett et al. [2] introduced techniques

that allowed a user to preview a second VE in full visual detail

through a portal while overlays that extended beyond the portal

bounds provided partial visual detail of the second VE (e.g., through

reduced opacity or stencil effects). Like other examples of portal-

based previews, these techniques implicitly involve interaction by

the user to activate the portal, reposition it in space to preview

particular parts of the VE, and finally deactivate it.

Another classic technique for providing additional spatial con-

text is the world-in-miniature (WiM) [75], where the user can see

and interact with a miniature model of a VE to rapidly inspect

it from multiple viewpoints. Nam et al. [58] used WiMs, in addi-

tion to portals, to help users understand which world they are

selecting and simultaneously view datasets from different forests.

Techniques combining WiM and portal previews, particularly for

traveling between disparate locations in a large VE, were shown

by Elvezio et al. [21]. In their paper, participants used a WiM to

select a location within the large-scale environment to teleport

to, then used a portal to preview the post-teleportation view and

fine-tune the post-teleportation location and orientation. In our

work, we expect that users in task-driven contexts will need to not

only switch between virtual worlds, but also preview and preorient

themselves before transitioning. Hence, we include both WiM and

portal metaphors in our exploration of world switching techniques.

2.2.2 Interactions for Selection of World Targets. We review se-

lected interaction techniques related to world switching concepts.

Das et al. [19] explored finger-based techniques for traveling up

and down Milgram’s Reality-Virtuality Continuum [56]. In their

study, participants wore a set of buttons, each mapped to switch the

user to a view of the real world, augmented reality, augmented vir-

tuality, and VR. In Husung and Langbehn’s work [36], users could

trigger transitions between two VEs by walking through a portal

or grabbing and pulling an orb-shaped portal towards themselves.

Men et al. [55] also used locomotion through portal to initiate a

transition between two virtual worlds. In Nam et al.’s WiM im-

plementation [58], users grabbed and dragged WiMs to re-order
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portal views. Considering world switching interactions for contexts

described in Section 2.1, we focus on traditional 3D interaction

techniques, such as grabbing and pulling, rather than locomotion

or the use of additional wearables.

2.2.3 Transition Effects. Methods for transitioning a user’s original

viewpoint to a destination viewpoint include effects seen in film

and videos, such as cuts, fades, and swirls. Men et al. [55] eval-

uated the effects of such visual transitions on presence as users

walked through a portal that teleported them between two VEs.

Husung and Langbehn [36] expanded this work with more complex

transitions, including a transformation transition, where a small

oval-shaped “rift” revealing the destination world grows until it

completely covers the user’s field of view, a portal transition, where
the user walks directly into the new environment, and an orb tran-
sition, where an orb that displays the new VE wraps around the

user’s head. Pointecker et al. [65, 66] found that while users praised

the excitement of a portal technique, for frequent reality transitions

they preferred a simple fade, finding it most suitable for “conven-

tional applications.” Feld et al. [24] corroborated these findings for

continuously transitioning between two VEs while performing a

demanding memory game task, where participants preferred the

efficiency of fast, abrupt transitions, at the cost of reduced presence

and continuity. Given the established preference for efficiency in

frequent, task-driven world switching contexts that we explore, we

use the fade transition [23, 24].

2.3 Research Gap
Despite the diversity of transition and interaction techniques rep-

resented in the literature, a gap remains in the study of world-

switching interfaces on their own, especially with regard to their

effectiveness in supporting frequent task-based switches between

disparate immersive contexts. In desktop and mobile devices, the

experience of switching between applications and task contexts

consists of preview, interaction, and transition, each contributing

to a sense of efficiency and ease of use. In this work, we directly

address the interface of switching worlds, first by offering an in-

teraction model for designing these interfaces, then prototyping

several using this model, and finally evaluating them in a user study

using both objective and subjective metrics.

3 Creating our VRWorld Switching Interfaces
Our world switching interface design approach was informed by

task-switching paradigms in desktop computing. Building on these

inspirations, we constructed an interaction model that characterizes

the essential components and processes of switching between VR

worlds. Along with the takeaways from our use cases (Section 2.1)

and gaps in related world switching interface designs (Section 2.2),

this model provided a foundation for articulating the motivating de-

sign questions that guided our exploration (Section 3.2). Finally, we

implemented selected prototypes to enable systematic evaluation

through a controlled user study.

3.1 Drawing Inspiration From Desktop for VR
World Switching

Initially, desktop task switching caused cognitive overhead [6],

which was resolved as interfaces matured over time. Fast task

switching, task resumption and ease of re-acquiring mental task

context were pointed out as crucial requirements for efficient task

switching [13]. Modern desktop interfaces fulfill these and offer

efficient task switching through shortcuts like Alt+Tab/Cmd+Tab

and three-finger swipes
1
. They make use of a preview to allow

users to see the gist of an application before selecting it, and in-

corporate easy to learn and efficient interaction to cycle through

and select a certain application. Importantly, the activation of the

switching interface, the selection of the application to switch to,

and the confirmation are all part of a continuous interaction flow.
For example, on Windows, when the user holds down the Alt key

and presses the Tab key, a wraparound list/grid with a live preview

of each application in the user’s current workspace appears, and

the first application in the list is outlined to indicate it is selected.

While still holding down the Alt key, pressing Tab navigates to

the next app in the list. Releasing the Alt key confirms the switch:

the selected app is brought to the foreground and focused. While

these mechanisms are deeply embedded in everyday practice, their

underlying principles (e.g., rapid access, context recovery) remain

underexplored in immersive environments.

3.2 VRWorld Switching Interaction Model and
Design Questions

As mentioned in Section 1, the spatial arrangement complexity of

VR worlds introduces unique challenges for achieving a smooth and

continuous switching experience. Thus, reaching efficient world

switching in VR requires prototyping and testing various VR world

switching interfaces. Inspired by the efficiency of desktop task

switching, we introduce the interaction model shown in Figure 1

to break down the primary steps and components of VR world

switching interfaces. Here, world switching begins with the activa-

tion of the world switching interface, which displays the previews

of the worlds the user may visit. Then, the user selects between can-

didate worlds and interacts with the world previews until the user is

ready to confirm their choice and begin the transition to the desired

world. Each of these steps involves numerous UI design choices

accounting for broader goals (e.g., balancing user experience with

implementation complexity). However, unlike the transition aspect

of VR world switching, the interaction, preview, return-to-home

(see Section 2.1) and pre-orientation aspects have not receivedmuch

attention in literature. Hence, our motivating design questions are

as follows:

(1) Which world preview visualizations support efficient visual

search and pre-orientation?

(2) Which interaction techniques leveraging different reference

frames support efficient visual search and return-to-home?

3.3 World Switching Interface-design
Guided by our motivating questions, our approach for designing

interfaces focused on frequent world switching rather than any

particular task the user performs between transitions. Our method-

ology incorporates eight interfaces by combining two preview
patterns (portal and WiM) with four interaction techniques

1
e.g., Alt+Tab / Cmd+Tab for Task Switcher / App Switcher, three-finger touchpad

swipe for Task View / Mission Control
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Interaction
1. Activation

2. Selection

3. Confirmation

Virtual World C

Virtual World D

Virtual World B

Virtual World A•••

Preview
Content (to Virtual World D)

4. Transition

World Switching

Figure 1: Interaction model for switching worlds. The user begins in Virtual World B (highlighted in magenta) and initiates the
switching process. World switching proceeds through an interaction sequence with three steps: (1) Activation of the switching
interface, (2) Selection of a target world from the available options, and (3) Confirmation of that choice. During these steps,
the system may provide preview content to help the user evaluate the destination. Once confirmed, the user begins the (4)
Transition to the selected target world (e.g., Virtual World D). This model distinguishes user-driven interaction steps from
system-provided previews and transitions.

described in the subsections that follow (Hand-based Palette, Head-
based Palette, Gallery, andWorld Wheel). All interfaces included a

centrally located preview and an array of selectable environment

options as static thumbnail images with a cyan background (current

environment thumbnail was non-selectable and grayed-out). All

interactions were performed exclusively via hand tracking. The

transition effect between worlds was consistent across all inter-

faces. Once users confirmed a world to switch to, their view faded

to black and then faded in to the selected world, with each fade

lasting 0.5𝑠 . This transition was chosen to be in accordance with

related work that suggests using a short fading transition for task-

based contexts [24]. A video demonstration of the interfaces is

available in the supplementary materials and the interfaces, exper-

iment setup, and anonymized collected metrics are available via

https://github.com/mott-lab/WorldSwitchUI.

3.3.1 Preview Pattern. To explore how to best visualize a world

to a user before they transition there, we employed two 3D preview

patterns prevalent in the research literature: portal and world-in-
miniature (WiM). These previews are commonly used to provide

spatial information about an environment or location where a user

is not currently located to provide affordances such as distant object

interaction [1, 18, 49, 75], collaboration [79], navigation [18, 57],

visualizing complex spatial relationships [15], and balancing aware-

ness or presence across multiple locations [2, 47, 58, 69].

• Portal: The portal preview provides a first-person window into

the selected environment at full-scale [11, 20, 36, 42]. Our portal

continuously updates the view of that environment from the

user’s perspective and renders only the content of the previewed

environment (in stereo 3D) by rendering the graphics layer as-

signed to that environment to a circular preview frame.

•WiM: The WiM provides a 3D scaled-down representation of

a specified environment [39, 42, 75]. Our WiMs of the world

options were scaled to 1/100 of each world’s actual size and

occupied a circular area with a radius of 0.11 meters. Our WiM

previews also included an abstract representation of the user as

a purple avatar with a head, torso, and arms. The local positions

of the avatar’s head and arms were updated with the user’s own

head and hands.

Both preview patterns provide advantages for visual search by

allowing the user to view aspects of a world without requiring

them to fully transition there. The pre-orientation affordances of

both of these preview patterns depend on the user’s perspective and

position with respect to the world being previewed. That is, when

looking through a portal preview of another world, the user can

see full-scale, first-person view of everything they will be facing

immediately after they transition. When looking at a WiM preview,

the third-person preview allows the user to obtain a more global

perspective and see objects that will surround them after they

transition to the previewed world. The tracked avatar allows the

user to see how they would be oriented with respect to the world

before transitioning there [21].

3.3.2 Interaction Technique. To explore how to best support ef-

ficient search and return-to-home interactions, we aimed to support

both primary components of our world switch interaction model

(world selection and preview interaction) in a single, continuous

user interaction flow with a spatially consistent layout [17, 67]. The

full world selection process involves activating the world switch

UI, selecting between different world options, and confirming the

world option to transition to. The other primary component of the

world switch interaction involves using a preview for visual search

and pre-orientation. For the preview interactions, we focused on

efficiency in moving the portal to see different views or understand-

ing the spatial relationship of the user’s miniaturized avatar to the

WiM content.

As these preview interactions are inherently embodied, we de-

cided to focus our interaction design on body-based reference frames
(the spatial coordinate systems relative to which the interface’s

virtual content and interactions are defined). To keep this first ex-

ploration focused, we considered three user-centered reference

frames common in 3DUI interaction techniques: one hand, both

hands, and head [39, 42, 54]. Based on our interaction model that

separated the interface preview and interaction, we enumerated all

possible combinations that varied each of these reference frames

https://github.com/mott-lab/WorldSwitchUI
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(d) Gallery(b) Head Palette(a) Hand Palette (c) World Wheel
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Figure 2: Eight virtual world switching interfaces evaluated in our study. Two preview patterns are used: (1) Portal and (2)
World-in-Miniature (WiM). Four interaction techniques were derived: (a) Gallery, (b) Head Palette, (c) Hand Palette, and (d)
World Wheel. The selected environment is indicated by a yellow arrow—(a) and (d)—or a blue spherical cursor—(b) and (c). The
latter is highlighted with a yellow circle for clarity.

for display and interaction separately. For each combination shown

in Table 2, we used iterative sketching and prototyping to arrive at

interfaces that integrate the preview and world selection patterns

into a unified technique with continuous interaction, guided by the

need to support visual search and pre-orientation (see Section 3.2).

Rows with an orange background in Table 2 indicate interaction

techniques we investigated in the main study and are described in

detail below. Rows marked as Implausible in the Technique column

are combinations of preview / interaction reference frames that

seemed implausible to create or unintuitive for the user if created,

so we did not implement them. Rows marked as P1 and P2 are tech-

niques we implemented and piloted but ultimately excluded from

the user study because they were similar to our other techniques

(see Section 3.3.3). We also included a baseline technique in the user

study inspired by interfaces for switching worlds in contemporary

VR headsets (i.e., app menus without live previews).

(T1) Hand-based Palette
Content: The interface is a circular palette that remains anchored

to the hand and moves with it. The palette has a diameter of 0.5m

and is composed of a central preview circle surrounded by an outer

ring of smaller option circles. The central display provides a live

preview of the currently selected environment and clearly displays

its name at the top. Each of the surrounding option circles have a

Table 2: Combinations for reference frames of display ele-
ments and interaction flow in world switching interfaces. Or-
ange backgrounds indicate techniques that we implemented
and evaluated in the present user study. Technique columns
marked (Implausible) indicate combinationswe excluded due
to being implausible or requiring non-intuitive or cumber-
some interaction. (P1) and (P2) represent techniques imple-
mented but excluded during pilot testing due to not offering
meaningful differences from our other proposed techniques.
Our full exclusion rationale are explained in Section 3.3.2.

Preview Reference Frame Interaction Reference Frame Technique
Hand Other Hand Hand Palette

Hand Both Hands × (Implausible)

Hand Head Head Palette

Both Hands One Hand × (Implausible)

Both Hands Both Hands World Wheel

Both Hands Head × (P1)

Head Hand Gallery

Head Both Hands × (P2)

Head Head × (Implausible)

diameter of 0.11m and feature a static image and the corresponding

environment name.

Interaction: To enable the interface, the user performs a thumb–

middle finger pinch on the left hand. The palette remains active as

long as the left-hand pinch is maintained; releasing the pinch im-

mediately deactivates it. While active, a small blue sphere (diameter
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0.025m) appears at the tip of the right index finger to assist with

precise interaction. To preview an environment, the user simply

touches the appropriate option circle, which instantly is outlined

in green to indicate current selection, and the central preview up-

dates accordingly. The interface is rendered in a dark blue color

to clearly differentiate it from user surroundings. Once the user is

satisfied with their choice, they trigger the transition by touching

the selected environment icon or the center preview circle while

simultaneously releasing the left-hand pinch.

(T2) Head-based Palette
Content: Same as Hand-based Palette.

Interaction: A right-hand thumb-middle finger pinch activates

the head-based palette enabling a round palette anchored to the

right hand of the user and follows its movements. The palette is

active only when the right hand pinch is maintained; release of

the pinch deactivates it immediately. Unlike the hand-based palette

that uses a blue sphere on the tip of the right hand index finger

for precise interaction, the head-based palette uses a blue sphere

projected from the user’s head gaze onto the palette and serves

as a precise interactor with it. If this projected sphere is over any

circle of the ring of environment options, the matching circle of that

environment turns green, and identical feedback is provided if the

interactor is moved over the central preview circle. The transition is

confirmed when the user faces an environment circle (either within

the ring or at the center preview of it) and releases the right-hand

thumb–middle finger pinch simultaneously, thereby switching to

the desired VE.

(T3) World Wheel
Content: The interface has a dark blue circular background with

a ring of environment thumbnails around a central preview. This

wheel is positioned at the midpoint between the user’s hands and

has a diameter that dynamically extends from one hand to the other.

Each thumbnail is a small circle that represents an environment op-

tion and includes a static representative image and the environment

name displayed at the top of the circle.

Interaction: The activation is by a pinch of the right-hand thumb

and middle finger. Users select an environment by rotating the

wheel left or right, aligning the desired thumbnail with a yellow

triangular cursor at the wheel’s apex. When a thumbnail collides

with the cursor, it is outlined in green and the central preview up-

dates synchronously, with the currently previewed environment

name shown above. The wheel’s size is adjustable by changing the

distance between the user’s hands. The preview circle has a diame-

ter of 0.38% of the wheel and each thumbnail circle has a diameter

of 0.22% of the wheel. To confirm a transition, the user releases

the pinch when the desired environment is under the cursor. If the

cursor is not intersecting with any thumbnail (i.e. none is selected)

the interface is deactivated.

(T4) Gallery
Content: The interface is head-referenced and always located at

0.8m from the head, composed of a central circular portal (diameter

0.6m) displaying a live preview of the current selected environment

with a horizontal array of circular thumbnails positioned below

(diameter 0.15m). Each thumbnail shows a static representative

image of an environment and its name above it.

Interaction: The interface is activated by a right-hand thumb–

middle finger pinch and remains active while the pinch is main-

tained. A yellow triangular cursor slides horizontally in sync with

hand movement; the thumbnail under the cursor is highlighted in

green, simultaneously updating the central preview. Additionally,

a speed gain mechanism allows rapid navigation along the options,

with the cursor clamped at the boundaries of the environment op-

tion list when further movement in either direction is attempted.

Releasing the pinch at the same horizontal level as the activation

pinch snaps the cursor to the nearest thumbnail and keeps the inter-

face active without triggering the transition (to enable clutching).

Releasing the pinch with an upward slide 0.1m above the pinch

initiation position confirms the transition, while a downward re-

lease 0.1m below cancels it and disables the interface. While the

pinch moves vertically, the cursor remains in place. Full details of

our scrolling implementation, including equations describing non-

isomorphic gains, can be found in the Supplementary Materials.

(Baseline) Point-to-Select
Content: The interface consists of two horizontal rows of evenly

spaced circular options (3 per row in our context, each 0.15m in di-

ameter), each representing a different environment. When enabled,

the interface is positioned 0.8m distance in front of the user’s right

hand and rotated to face toward the user. The interface is world-

referenced, maintaining the same orientation and position from

the moment it is spawned. Each circle contains an environment

thumbnail with the name of the environment positioned above.

Interaction: The baseline technique activates when the user

performs a right-hand thumb-middle finger pinch. The UI remains

active as long as the pinch is maintained. The user can select an

option by pointing at it, and if the pointer lands on a circle, the

circle is immediately outlined in green for feedback. A transition to

the selected environment occurs when the user releases the pinch

while pointing at the desired option.

The design of the technique was inspired by common VR ap-

plication selection screens that arrange app icons in grid patterns.

We used this as a comparison baseline as ray casting [5, 57] is one

of the most common techniques for selection in VR [39, 42], and

represented a technique without preview used to compare against

our portal and WiM preview-based techniques (see Section 3.3.1).

3.3.3 Pre-study Pilot Testing and Additional Considerations.
We conducted informal pilot testing with (𝑛 = 8) experts (VR inter-

action researchers) to fine-tune our techniques (e.g., scrolling speed

gains), assess that they were distinct enough from one another,

and test their practical utility. We excluded two techniques from

the main study. (P1) World Wheel with Head Cursor (Content:
same as World Wheel; Interaction: same as Head-based Palette) was

excluded based on pilot participants reporting it as very similar

to the Hand-based Palette technique, except more cumbersome as

it required extending both arms instead of just one (𝑛 = 6). (P2)
Gallery with World Wheel Selection (Content: preview same

as Gallery, world options displayed same as World Wheel; Interac-
tion: same as World Wheel) was excluded due to reports that the

preview’s placement outside of the world wheel made it difficult to
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(a) (b) (c) (d) (e) (f)

Figure 3: Virtual environments (VEs) used in our experiment. (a-e) VEs where coins could appear, (f) Starting location (Home
environment) where participants deposited coins and received interface training before the start of each trial block for a
technique through a UI containing text instructions and a video demonstration.

see (𝑛 = 7). Pilot users preferred world options and previews being

both displayed relative to the same reference frame (head or hand).

The set of techniques we derived (Table 2) is not exhaustive of all

the possible reference frame combinations and we do not claim that

our implementations are the best ways to capture those combina-

tions. For example, other reference frames are worth investigating

(e.g., world, torso, tracking space, etc.). All our techniques were

adapted for both left- and right-handed users to ensure that any

precise interactions relied on the user’s dominant hand, though

we describe them from the perspective of a right-handed user. We

were interested in hand-tracking-based interactions for this study

which previous work has shown to be preferred for direct touch in-

teraction [52], so all interfaces used thumb and middle finger pinch

gestures, which are directly mappable to physical hold and release

switch actions on physical controllers [54]. Both implementations

are provided in the supplemented repository (see Section ??).

4 Study Methodology
We conducted an exploratory study evaluating our world switch-

ing interfaces in a within-subject study (𝑛 = 22) with an object

retrieval task (Section 4.1) that required switching between worlds.

We designed multiple VEs in Unity to simulate worlds for our study,

and the world switching interface as an interactive object that man-

ages those VEs (see Section 4.3). Our independent variable was

the switching interface. Our world switching design process (see

Section 3.3) led to eight interfaces: each of our four interaction

techniques implemented for both portal and WiM preview pat-

terns. We compare our proposed interfaces with a common baseline

point-to-select method (see Section 3.3.2). We assessed participant

completion times and subjective perception (Section 4.2).

4.1 Study Task
We designed a task to answer our guiding questions (Section 3.1)

about world switching interfaces supporting continuous interac-

tions involving searching,pre-orienting, and returning-to-home,
inspired by use-cases involving switching between worlds men-

tioned in Section 2.1. We adapted an object collection task from

the OVRlap evaluation by Schjerlund et al. [69], originally used

to evaluate techniques for perceiving and interacting across mul-

tiple distant locations simultaneously. The object collection task

required participants to quickly find a coin in one of five VEs, grab

it, and transition back to the home VE to deposit it, allowing us

to break down the completion time metrics into search, retrieve

and deposit times. To align with our goal, we made grabbing the

coin easy by-design, allowing participants to focus on transitions,

and reduce the influence of the object selection technique on the

retrieval time.

Every task began with the participant centered in the home

world (see Figure 3 (f)). The trial coins were gold and placed atop

one of three crates within one of five distinct VEs (excluding the

start home VE). One coin was collected per trial and coin placement

varied in each trial to avoid spatial memory repetition, ensuring

it never appeared in the same environment or on the same crate

consecutively. Coins could be grabbed with either hand using a

direct index-thumb pinch. Upon grabbing, coins were outlined in

green as visual confirmation and immediately snapped into a nearby,

non-obstructive storage unit [54]. This storage unit was in the form

of a small sphere anchor that temporarily stored the coin, allowing

participants to use their hands freely for manipulating the transition

technique. After collecting the coin, participants transitioned back

to the home world and deposited the coin into the chest. A blue

outline around the chest was triggered when the coin intersected

it, and upon successful deposits, a sound effect played.

For our study task, we created six VEs (city park, amusement

park, castle, marketplace, and snowy landscape) using Unity Asset

Store assets
2
(see Figure 3). Three wooden crates, where trial coins

spawned, were positioned similarly across all VEs: one in front, one

to the right, and one to the left of the user’s viewpoint. The crates

were positioned within arm’s reach (1 meter away).

4.2 Collected Metrics
We evaluated our interfaces using objective metrics (task comple-

tion times) and subjective user feedback.

4.2.1 ObjectiveMeasures. For objectivemetrics, wemeasured Search
Time as the time from when the coin appeared until the participant

confirmed the transition to the correct environment through the

interface, Retrieve Time as the time from that transition until the

coin was collected, and Deposit Time as the time from acquisition

until the coin was deposited at the starting location. Retrieve Time

includes time to orient (turn toward the coin) plus time to grab

(extending the arm and pinching) post-transition, so, assuming a

consistent grab time, retrieve time will be lower with efficient pre-

orientation. Therefore, in this experiment, retrieve time serves as

an indirect proxy for a preview pattern’s pre-orientation efficiency.
Another proxy is Deposit Time, which we use as a measure of

2
Synty Studios POLYGON - Sampler Pack

https://assetstore.unity.com/packages/3d/environments/polygon-sampler-pack-207048
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the interaction techniques’ return-to-home efficiency. For our task,
we define a trial as the entire process of locating, transitioning,

collecting, and returning back to deposit the coin.

4.2.2 Subjective Measures. We collected subjective data on partici-

pants’ perceptions of the interfaces in terms of workload, usability,

and hedonic user experience. We administered the questionnaires

after participants had completed all trials to ensure participants

would have a common baseline for comparison across all inter-

faces. First, participants were asked to rank their preferences for

the world-switching interfaces. Then, participants completed the

following questionnaires for each of the interfaces: the NASA Task

Load Index (NASA-TLX) [32] assessed perceived workload across

dimensions such as mental, physical, temporal, effort, performance,

and frustration; the System Usability Scale (SUS) [10] evaluated

subjective usability; the Hedonic sub-scale of the User Experience

Questionnaire (UEQ) short version [70] captured perception of de-

sign originality and aesthetics; and the Continuity questionnaire

evaluated the sense of an unbroken, coherent experience, as estab-

lished in previous XR transition studies [36]. Before completing

the task-related questionnaires, we verbally summarized the ex-

periment to participants to ensure a consistent understanding of

the experiment. The order of interface evaluation was the same as

the order in which they experienced the techniques. At all times

during subjective evaluation, a second monitor displayed videos for

each interface, demonstrated by an author with clear steps, hand

positions, and environmental context to aid recall. We also included

a question asking participants whether they remembered the in-

terface, for which all participants answered in the affirmative for

every interface. The experimenters also answered any questions

participants had about the techniques during this time.

After completing the questionnaires, participants took part in

an informal verbal interview where we asked: (1) What aspects
of the transition techniques used in the experiment do you like and
dislike? (2) What features should be included in an interface that
enables you to switch (transition) between different VR worlds? (3)
Did you plan your body movements (e.g., orienting yourself towards
the coin to be picked up, or orienting yourself towards the chest) before
transitioning to an environment? If so, which techniques supported
this planning most effectively, and why? (4) Do you think the features
of a world-switching interface should differ based on the context and
type of the transition? For example, what features would you want for
previewing and transitioning to dynamic or cluttered environments?

4.3 Worlds Simulation Implementation and
Apparatus

Participants used the Meta Quest Pro HWD connected to a laptop

via a Quest Link cable to complete the experiment. The Meta Quest

Pro HWD has a resolution of 1800×1920 per eye and a 96
◦
diagonal

field of view. We used Meta Quest Pro light blockers to minimize

HWD light leakage. We implemented our VR experiment using

Unity 6
3
with worlds as separate objects representing VEs in a

single scene’s hierarchy. Assigning different render layers to those

objects managed the worlds shown and previewed. Portal previews

were rendered in stereo using the Universal Rendering Pipeline’s

3
https://unity.com/releases/unity-6

Render Objects, ensuring correct occlusion by foreground objects;

WIM previews were miniature copies of VEs with spherical cutout

shaders. This approach allowed simulating worlds and switching

between them in our experiment, while remaining in the same

active application. The application ran on an MSI Raider GE76

laptop equipped with an NVIDIA RTX 3080 Ti GPU (16 GB GDDR6),

an Intel Core i9 CPU, and 32 GB DDR5 memory. We ensured our

experiment consistently ran at 72 frames per second. Participants

remained standing stationary in a cleared space, using only leaning

and turning to perform the study task. The experimenter sat nearby

with a laptop showing the participant’s view to monitor.

4.4 Participants
We conducted an a priori power analysis in G*Power (v3.1.9.7) for a

repeated-measures ANOVA (within-subjects) with the following pa-

rameters: 1 group, 9 measurements, a medium effect size (𝑓 = .25),

𝛼 = .05, and power = .95. Based on this result and guidelines for

similar experimental user studies [7], we recruited 22 participants

from our university (7 females, 15 males) of ages ranging from 19

to 41 (𝑀 = 24.7, 𝑆𝐷 = 4.7), with self-reported VR experience levels

from 1 (never) to 5 (daily) (𝑀 = 2.7, 𝑆𝐷 = 1.0). All participants were

right-handed. All participants spoke English, walked independently,

were not color blind, and had no neuropathic or physical disabil-

ities. Participants had normal or corrected-to-normal vision. The

experimental procedure and participant recruitment were approved

by the institutional review board (IRB) of our university.

4.5 Experiment Procedure
Upon arrival, participants received a consent form with all study

details. After we answered any of their questions, they provided

consent. Next, we explained in detail the in-VR task, further explain-

ing any ambiguities. Then, we explained the study apparatus and

assisted participants in wearing it, and adjusting the lenses to fit

their IPD. Once we confirmed the headset fit comfortably and pro-

vided a clear image, we guided the participant to the experiment’s

starting point.

The VR experiment began in the “Home” environment (see Fig-

ure 3-(f)), where a UI displayed the current interface’s name, acti-

vation steps, destination environment selection method, and confir-

mation/cancellation procedures, along with a looping video demon-

strating proper execution. Participants were instructed to practice

the interface by transitioning between any of the study environ-

ments until they felt comfortable with the interface. A dedicated

blue coin was located behind the initial orientation of the partici-

pant in the home environment. Participants picked up this coin and

deposited it into the chest to indicate their readiness to begin the

actual study task trials (Section 4.1). Participants completed 15 trials

of the task with each interface to ensure sufficient exposure for

post-study questionnaires and interviews, and upon finishing this

trial block, the training UI reappeared to introduce the next inter-

face. Participants were given the option to take a break in-between

trial blocks, but no participant chose to do so.

The order of interfaces was counterbalanced across participants

using an incomplete Latin square. After completing 15 trials per 9

interfaces (135 trials total), the in-VR experiment concluded. Next,

participants filled out web-based questionnaires evaluating the

https://unity.com/releases/unity-6
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Figure 4: Search time performance across all VR world-
switching interfaces. Letter-value (boxen) plots summarize
distributions for search times. Lower values indicate better
performance. Asterisks denote significant pairwise differ-
ences (* p<0.05, ** p<0.01, *** p<0.001).

interfaces before participating in a verbal informal interview with

the experimenter. Finally, participants filled out a demographics

questionnaire. The experiment took approximately 75 minutes to

complete and no participant exhibited signs of fatigue. Participants

were compensated with $15 gift cards.

5 Results
In this section, we report the statistically significant results from

our quantitative data. Tables including all statistical test results can

be found in the Supplementary Materials. We performed our data

analysis using R version 4.4.0 and the following packages: dplyr,
ARTool, rstatix, effectsize, emmeans, ggplot2.

5.1 Objective Data
We analyzed participants’ task performance across three dependent

measures: Search Time, Retrieve Time, and Deposit Time. Each

measure was analyzed with respect to its corresponding experi-

mental factor, as described in Section 4.1: Interface (Search Time),

Preview Pattern (Retrieve Time), and Interaction Technique (De-

posit Time). Extreme outliers more than four standard deviations

from the mean were removed separately for each measure prior

to analysis. We assessed normality of the task time distributions

using Shapiro–Wilk tests. All three measures deviated significantly

from normality (Search Time:𝑊 = 0.82, 𝑝 < .001; Retrieve Time:

𝑊 = 0.84, 𝑝 < .001; Deposit Time:𝑊 = 0.68, 𝑝 < .001). Visual

inspection of Q–Q plots and histograms confirmed skew and long

tails, motivating the use of the nonparametric aligned rank trans-

form procedure for subsequent analyses.

We then averaged the data per Participant × Condition and an-

alyzed the resulting dataset using the Aligned Rank Transform

(ART) procedure [82], implemented in the ARTool package in R.

The ART method allows for standard ANOVA procedures to be

applied to nonparametric data, providing robustness to violations

of normality and heteroscedasticity. For each measure, we modeled

participants’ averaged responses as a function of the primary ex-

perimental factor, with ParticipantID included as a within-subject

error term. Overall significance of the main factor was assessed

with Type II ANOVA tests on the aligned ranks. Where significant

main effects were found, we conducted post hoc pairwise com-

parisons of estimated marginal means with Bonferroni correction

for multiple comparisons. Partial 𝜂2 are reported as a measure of

effect size. All estimates are reported on the raw time scale as group

means accompanied by 95% confidence intervals in brackets. Signif-

icant pairwise differences are also visualized in the results figures.

The Supplementary Materials provide complete ANOVA tables and

pairwise test results (including degrees of freedom, t-values, etc.).

5.1.1 Search Time. We examined the effect of Interface on partici-

pants’ Search Time. These data are visualized in Figure 4. 34 outlier

trials were excluded (≈ 1.1% of the data). The was a significant main

effect of Interface on Search Time, 𝐹 (8, 168) = 47.03, p < 0.001. The
effect size was large, with partial 𝜂2 = 0.69 [0.63, 1.00].

Post hoc pairwise comparisons showed that all WiM interfaces

produced significantly faster search times than Baseline (8.85 s

[7.68, 10.0], 𝑝 < .001 for all): WiM–Gallery (6.34 s [5.60, 7.08]),

WiM–HandPalette (5.01 s [4.35, 5.67]),WiM–HeadPalette (6.00 s

[5.20, 6.80]), and WiM–WorldWheel (4.55 s [4.08, 5.02]). In addi-

tion, each of the four Portal interfaces — Portal–Gallery (9.20 s

[8.09, 10.3]), Portal–HandPalette (9.77 s [8.25, 11.3]), Portal

–HeadPalette (11.2 s [9.26, 13.1]), and Portal–WorldWheel

(9.05 s [7.71, 10.4]) — was significantly slower than every WiM

interface (𝑝 < .001 for all).

Within the WiM set, WiM–HandPalette (5.01 s [4.35, 5.67])

was significantly faster than WiM–Gallery (𝑝 = .010), and WiM

–WorldWheel (4.55 s [4.08, 5.02]) was significantly faster than

both WiM–Gallery (6.34 s [5.60, 7.08]) (𝑝 < .001) and WiM–

HeadPalette (6.00 s [5.20, 6.80], 𝑝 = .007). No other pairwise

differences reached significance.

5.1.2 Retrieve Time. We examined the effect of Preview Pattern

on participants’ Retrieve Time. These data are visualized in Fig-

ure 5. Outlier removal excluded 25 trials (≈ 0.8% of the data). There

was a significant main effect of Preview Pattern on Retrieve Time,

𝐹 (2, 42) = 14.29, p < 0.001. The effect size was large, with partial

𝜂2 = 0.40 [0.20, 1.00].

Post hoc pairwise comparisons indicated that retrieval was sig-

nificantly faster with Portal (2.02 s [1.69, 2.36]) compared to both

Baseline (2.72 s [2.33, 3.11], p < 0.001) and WiM (2.45 s [2.14,

2.75], p = 0.006). The difference between Baseline and WiM was

not significant.

5.1.3 Deposit Time. We examined the effect of Interaction Tech-

nique on participants’ Deposit Time. These data are visualized

in Figure 5. Outlier removal excluded 26 trials (≈ 0.9% of the data).
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Figure 5: Letter-value (boxen) plots of retrieve times by pre-
view pattern (left) and deposit times by interaction tech-
nique (right). Lower values indicate better performance. As-
terisks denote significant pairwise comparisons (* p < 0.05,
** p < 0.01, *** p < 0.001).

There was a significant main effect of Interaction Technique on De-

posit Time, 𝐹 (4, 84) = 7.45, p < 0.001. The effect size was medium-

to-large, with partial 𝜂2 = 0.26 [0.11, 1.00].

Post hoc pairwise comparisons indicated that Deposit Time was

significantly slower with Gallery (3.96 s [3.26, 4.66]) compared to

Baseline (2.98 s [2.58, 3.38], p = 0.006). Additionally, Gallery was
significantly slower than both Hand Palette (2.65 s [2.28, 3.02],

p < 0.001) and World Wheel (3.08 s [2.61, 3.56], p = 0.013). No
other pairwise differences reached significance.

5.2 Subjective Data
A chi-square test of ranking data showed a significant association

between interface and ranking level, 𝜒2 (64) = 154.64, p < 0.001,
indicating non-random preference patterns. Ranking data are vi-

sualized in Figure 6. We followed a similar analysis procedure for

the rest of the subjective questionnaire data as we did for the ob-

jective data, using ART [82] that modeled participants’ averaged

responses as a function of the Interface with ParticipantID included

as a within-subject error term. Post-hoc comparisons used Bonfer-

roni correction for multiple comparisons. No trials were excluded

as the questionnaire responses were complete for all participants.

Questionnaire data are visualized in Figure 7.

5.2.1 User Experience Questionnaire. There was a significant main

effect of Interface on participants’ hedonic quality ratings from the

UEQ questionnaire, 𝐹 (8, 168) = 9.23, p < 0.001. The effect size was
large, with partial 𝜂2 = 0.31 [0.19, 1.00].

Post hoc pairwise comparisons indicated that all interfaces yielded

significantly higher hedonic ratings than Baseline (2.61 [1.94,
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3.29]): Portal–Gallery (5.00 [4.46, 5.54], p < .001), Portal–Hand-
Palette (5.27 [4.71, 5.84], p < .001), Portal–HeadPalette (4.35
[3.63, 5.06], p = .014), Portal–WorldWheel (5.49 [4.95, 6.03],

p < .001), WiM–Gallery (4.94 [4.31, 5.57], p < .001), WiM–Hand-

Palette (5.02 [4.31, 5.74], p < .001), WiM–HeadPalette (4.76

[4.18, 5.35], p < .001), and WiM–WorldWheel (5.70 [5.28, 6.13],

p < .001). Additionally, WiM–WorldWheel (5.70 [5.28, 6.13]) re-

ceived higher hedonic ratings than Portal–HeadPalette (4.35

[3.63, 5.06], p = .011). No other pairwise contrasts were significant.

5.2.2 Continuity. There was a significant main effect of Interface

on participants’ continuity ratings, 𝐹 (8, 168) = 5.06, p < 0.001. The
effect size was medium, with partial 𝜂2 = 0.19 [0.08, 1.00].

Post hoc pairwise comparisons indicated that continuity ratings

were significantly higher for most interfaces relative to Baseline

(3.70 [3.15, 4.24]): Portal–Gallery (5.02 [4.48, 5.55], p = .007), Por-
tal–HandPalette (5.17 [4.63, 5.72], p < .001), Portal–World-

Wheel (5.38 [4.88, 5.88], p < .001), WiM–Gallery (4.82 [4.35, 5.28],

p = .040), WiM–HandPalette (5.18 [4.65, 5.71], p < .001), and
WiM–WorldWheel (5.39 [4.95, 5.84], p < .001). Differences be-
tween Baseline and Portal–HeadPalette (4.59 [3.92, 5.25]) or

WiM–HeadPalette (4.61 [4.10, 5.12]) did not reach significance.

No other pairwise contrasts were significant.

5.2.3 NASA TLX. There was a significant main effect of Inter-

face on participants’ subjective workload ratings (NASA TLX),

𝐹 (8, 168) = 4.22, p < 0.001. The effect size was medium, with par-

tial 𝜂2 = 0.17 [0.06, 1.00].

Post hoc pairwise comparisons showed Portal–HeadPalette

(4.49 [3.78, 5.21]) rated as imposing significantly greater work-

load than WiM–Gallery (3.27 [2.65, 3.89], p = .028), WiM–Hand-

Palette (2.70 [2.14, 3.27], p < .001), andWiM–WorldWheel (2.84

[2.26, 3.42], p < .001). No other pairwise contrasts were significant.

5.2.4 System Usability Scale (SUS). There was a significant main

effect of Interface on participants’ usability ratings from the SUS

questionnaire, 𝐹 (8, 168) = 8.67, p < 0.001. The effect size was large,
with partial 𝜂2 = 0.29 [0.18, 1.00].
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Figure 7: Subjective measures across VR world switching interfaces. From left to right, box plots summarize hedonic experience,
perceived continuity, workload, and usability. Asterisks denote significant pairwise comparisons (* p<0.05, ** p<0.01, *** p<0.001).
Higher values indicate more favorable responses, except NASA-TLX where lower is better.

Post hoc pairwise comparisons indicated that Portal–Head-

Palette (42.7 [35.7, 49.8]) received significantly lower SUS ratings

than all interfaces: Baseline (78.8 [71.0, 86.5], p < .001), Portal–
Gallery (64.2 [55.0, 73.4], p = .001), Portal–HandPalette (69.5
[61.2, 77.7], p < .001), Portal–WorldWheel (71.5 [62.9, 80.1],

p < .001), WiM–Gallery (64.8 [55.2, 74.3], p = .002), WiM–Hand-

Palette (78.1 [69.5, 86.7], p < .001), WiM–HeadPalette (59.4

[51.1, 67.8], p = .011), and WiM–WorldWheel (74.2 [64.1, 84.3],

p < .001). In addition, WiM–HeadPalette was rated significantly

lower thanWiM–HandPalette (p = .010) and Baseline (p = .011).
No other pairwise contrasts were significant.

6 Qualitative Findings
We used inductive thematic analysis [9] to analyze interview tran-

scripts. We coded the transcripts of participant interviews. Then, we

grouped the codes into categories and organized those categories

into overarching themes. Three authors completed each step of this

process independently andmet to resolve any disagreements. In this

section, we describe the main themes that emerged and summarize

the codes comprising each theme. Exemplar participant quotations

for each code are provided in the Supplementary Materials.

6.1 Theme 1: Previews Affect Orientation and
Search

This theme explains how preview modalities shaped participants’

ability to locate targets and enter a new world in a pre-oriented

way. It comprises three concepts:WiM Fast Overview (𝑛 = 9), Por-
tal Pre-orientation (𝑛 = 6), and WiM Pre-orientation (𝑛 = 12). Re-

garding WiM Fast Overview, participants valued WiM for enabling

rapid, whole-scene scanning and quick target identification. They

described appreciating the ability to see everything at once and

decide efficiently where to switch next. For Portal Pre-orientation,

participants reported that the portal view supported entering the

destination already facing the desired direction, reducing corrective

turns after arrival. Beyond fast search, participants valued WiM
Pre-orientation, or using the WiM to pre-plan their body orienta-

tion and reaching direction before committing to a switch. They

leveraged stable landmarks (e.g., boxes, avatar position) to decide

how they would be aligned upon entry.

6.2 Theme 2: Control Fluency (Speed and
Precision)

This theme explains how input modality and control granularity

shaped participants’ ability to switch quickly and accurately. It is

comprised of five concepts: World Wheel Fast/Fluid (𝑛 = 12), Linear
Menus Imprecision (𝑛 = 6), Hand-based Preference (𝑛 = 5), Desire for
Quick Selections (𝑛 = 3), and Hand-tracking Issues (𝑛 = 3). ForWorld
Wheel Fast/Fluid, participants described the two-handed “wheel”

interaction as rapid and smooth to operate. They emphasized re-

sponsiveness and continuous control during selection. Regarding

Linear Menus Imprecision, linear/scrolling menus were perceived

as hard to control and overly sensitive. Participants reported diffi-

culty stabilizing the cursor and committing to the intended world

without overshoot. Participants exhibited a Hand-based Preference
for selection over head- or ray-driven input when precise targeting

and quick commitments were needed. They noted advantages for

speed and confidence, especially with the dominant hand. Partici-

pants also expressed Desire for Quick Selections: they wanted fewer

steps to commit, including a simple, reliable shortcut for common

operations (e.g., returning home). They also proposed leveraging

gaze to reduce input steps and speed up selection. Hand-tracking
Issues also arose: participants reported intermittent loss of hand

tracking and unintended activations, which undermined trust and

slowed switching.
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6.3 Theme 3: Ergonomics and Physical Load
This theme describes how bodily effort and posture constraints

affected participants’ willingness to use particular switching tech-

niques. It is comprised of two concepts: Head-based Cumbersome
(𝑛 = 6) and Physical Fatigue (𝑛 = 6). Regarding Head-based Cumber-
some, participants reported that head-driven interactions required

uncomfortable neck movements and awkward postures, making

them less desirable for frequent switching. They preferred tech-

niques that could be executed with small, localized motions. Par-

ticipants described the potential for cumulative arm and shoulder

Physical Fatigue during prolonged use, especially with sustained

two-handed interactions.

6.4 Theme 4: User and Interface Adaptation
This theme explains how the suitability of a switching technique

depended on environmental demands and user goals, and how con-

sistent mappings and practice produced more automatic, efficient

switching behaviors. It is comprised of three concepts: Context/Task
Dependence (𝑛 = 5), Muscle Memory (𝑛 = 2), Learning Curve (𝑛 = 2),

and Retrieval through Portal (𝑛 = 2). For Context/Task Dependence,
participants projected needing different interfaces based on the

scene and task. For cluttered or dynamic environments, they fa-

vored portals to isolate content; for broad search, they preferred

WiM to view all options at once; for slower, deliberate exploration,

simpler baselines were acceptable. Participants also indicated that

in some tasks the world switching interface should support the abil-

ity to interact through the preview rather than fully transitioning

to retrieve objects. Participants pointed out the benefits of Muscle
Memory: with repetition, participants developed embodied short-

cuts that reduced cognitive effort. Participants also experienced a

Learning Curve, or an initial period of skill acquisition to achieve re-

liable input and smooth control. Last, participants indicated that in

some tasks the world switching interface should support Retrieval
through Portal, or the ability to interact through the preview rather

than fully transitioning to retrieve objects.

7 Discussion
This section integrates our quantitative and qualitative findings

into actionable guidance for VR world switching. We present design

recommendations for researchers and practitioners interested in

building world switching interfaces as well as directions for future

related research.

7.1 Task-Dependent Advantages for Preview
Patterns

In scenarios where the user’s task is distributed across worlds, pre-

views of worlds can improve users’ task performance. Even in inter-

faces that do not provide significant advantages in performance, pre-

views are still largely preferred by participants, provide a positive

hedonic experience, and increase perceptions of continuity. WiM

previews supported faster visual search by giving users a global

overview [75], while portal previews supported faster action on

arrival by placing users in a pre-oriented first-person view[21, 35].

Participants also reported mentally pre-orienting with WiMs [21],

but portals more consistently reduced post-transition correction.

Together, these findings indicate that preview breadth (WiM) re-

duces the search phase, and preview continuity (portal) reduces

the retrieve phase upon arrival. In the interviews, participants men-

tioned that different scenarios would lend themselves to different

preview patterns. For example, portals were favored for cluttered

or dynamic environments where isolation and immediate align-

ment matter; WiMs were favored for rapid scanning across many

candidates; simpler lists can work when time pressure is low.

7.2 Advantages of Direct Interactions
The return-to-home interaction was best supported by direct, low-

friction hand interactions. The Gallery interfaces, which required

fine scrolling and multiple micro-adjustments, slowed performance

and increased control overhead. Hand-centric selection led to bet-

ter usability. Participants also noted the efficiency advantages of

spatially-consistent interfaces for which they developed muscle

memory [68] during the experiment.

Participants identified an opportunity to further streamline inter-

action: manipulation through previews. For tasks involving simple

actions like object retrieval, this could eliminate the transition-

retrieve-return sequence entirely, potentially offering substantial

efficiency gains. This aligns with emerging work on interaction

through portals [1, 49] and suggests that making previews directly

interactive, not just viewable, represents a promising direction for

reducing interaction overhead in world switching interfaces.

7.3 Comfort and Ergonomics of Interaction
Head-driven selection introduced neck strain and led to high work-

load and low usability. Two-handed controls (i.e., Hand Palette

and World Wheel) were perceived as fast and engaging but be-

came tiring over longer runs due to having to extend both arms [61].

It is important to account for the role of input modality when in-

terpreting our results. All interfaces used hand tracking, which

prior work has shown is preferred for direct touch interactions [52]

but can suffer from tracking instability. Controller-based imple-

mentations might yield different relative performance, particularly

for techniques requiring sustained or precise input. Future work

should evaluate these interfaces across modalities to distinguish

modality-specific effects from general design principles.

7.4 Design Recommendations and Future
Research Directions

Based on these insights, we offer the following design and future

research recommendations (R) for researchers and practitioners

developing world switching interfaces:

R.1 Match preview pattern to the user’s task.

• Recommendations: Provide both WiM and Portal preview

modes, displayed simultaneously or alternately selectable.

• Future research should explore which preview patterns best

support different kinds of tasks and environments as well as

interfaces that adapt based on immediate user needs [41].

R.2 Use direct, body-based interaction for routine navigation.

• Recommendations: Prefer Hand Palette-style interactions over
Gallery scrolling for routine transitions, and provide spatially
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consistent methods for users to build muscle memory for quickly

selecting to the desired world.

• Future research should explore how different world layouts and

orderings can affect user performance and experience in different

task contexts. For example, when frequently toggling between

a limited set of worlds, the user may prefer world options to be

ordered by most recent use to support quick-back shortcuts.

R.3 Design for low-effort posture and sustainable motion.

• Recommendations: Favor localized hand motions and avoid

head-driven selection for frequent use.

• Future research should build upon or create novel interfaces

that leverage other modalities or interaction patterns (e.g., gaze +

pinch [64]) to speed up world selection or enable easy interaction

through the previews themselves [1, 49]).

7.5 Limitations
Our study has limitations that point to promising directions for

future work. This work constitutes an exploratory effort to inspire

further research on efficient VR world switching interfaces. We do

not claim that the VR transition interfaces and designs (see Figure 2)

evaluated here are the only or optimal solutions for seamless transi-

tions. Methodologically speaking, a larger and more diverse sample

could provide deeper insights into accessibility, adaptability, and

overall effectiveness of the presented interfaces. Additionally, as

described in Section 4.2.2, questionnaires were administered after

participants completed all tasks with all interfaces. While this en-

sures a common frame of reference, administering questionnaires

in VR immediately after each interface interaction may provide a

more experience-proximal measure of each construct.

Asmentioned in Section 1, our experimental task (coin collection)

was abstract compared to nuanced real-world workflows. Specifi-

cally, our search-and-retrieve task serves the purpose of evaluating

world-switching interfaces and fits with the (f) Cross-Application
Interoperability use case (see Section 2.1), similar to a ‘copy-and-

paste’ task. Considering that this is an initial exploration, future

work should expand the evaluation to include additional contexts

with varying workloads (i.e., more complex tasks and environ-

ments), such as the others we outlined in Section 2.1. Moreover,

the worlds participants had to switch between had similar arrange-

ments of crates, and increasing the distinctiveness between worlds

and varying the search target object and placement could further

emphasize the advantages and disadvantages of the different world

switching techniques, or reveal additional user needs. Future work

should also evaluate world switching interfaces in non-constrained

experimental setups, especially ones resembling consumer VR ap-

plications [54]. Moreover, we plan to explore the applicability of

our interfaces in realistic workflows through modifications at the

OS level to support switching between different VR applications.

Last, participants who never used VR (𝑛 = 2) found it challenging

to quickly get used to the interfaces due to unfamiliarity with hand

tracking, suggesting the need for further investigation into learning

curves and usability. Since some of our interfaces require bimanual

interaction, future work should explore alternative techniques that

provide interaction metaphors when both hands are occupied or to

derive additional techniques that keep at least one hand free. Other

modalities (e.g., eye gaze, voice) ought to be investigated to assess

performance tradeoffs and potential increased accessibility.

7.6 Future Work
Beyond the directions for future work that build directly on our

work (as mentioned in Section 7.4), we see additional potential

for interesting research related to world switching. First, we ac-

knowledge that exploring interfaces that enable users to efficiently

transition between multiple independent immersive applications di-

verges somewhat from prevailing emphases in VR research, which

typically focus on maximizing user attention or presence within

a single virtual environment [73]. It is likely that a fast transition

out of one world will lead to a break in presence. Future research

could consider methods for maintaining a user’s sense of pres-

ence in a world they have left. Another such direction relates to

the display and control of world switching interfaces. Future iter-

ations could incorporate visual affordances to enhance usability

and feedback (e.g., confirmation and cancel icons). Our interfaces

displayed the world options on a 2D plane, and there may be oppor-

tunities to leverage 3D interaction for the world selection process

(e.g., [36, 65]). Additionally, other gestures may prove suitable for

certain world switching interactions, such as ones inspired by app-

and workspace- switching swipe gestures for mobile devices and

desktops. Last, our approach to scrolling was adjusted based on

pilot studies, and the fine-tuning of other parameters such as layout

configurations and speed thresholding could enhance the interfaces’

efficiency. These aspects warrant a future systematic exploration.

We used one transition effect (a short, simple fade-in fade-out)

in our study. In task-based environments, users prefer short tran-

sition effects [24], but the literature has demonstrated positive

outcomes associated with other transition designs that may be

longer [65, 66, 77]. Other work suggests transition design can have

an effect on cognitive performance, of special relevance to world

switching for productivity purposes [28]. Future work should in-

clude different transition designs (e.g., blending or other spatial

transitions [11, 65, 66]) to observe their effects on the performance

of world switching interactions. Relatedly, our evaluation focused

on VR, and future work should explore these interfaces across the

MR continuum [56], which can leverage foundational work on tran-

sitional interfaces to smooth environmental change across realities,

maintain spatial orientation and reduce disorientation, as well as

support cognitive and narrative continuity [8, 63]. Further, research

showed performance in non-VR task-switching contexts is affected

by factors such as task complexity and how related tasks are to each

other [76]. It is therefore worth examining how different levels of

complexity and similarity in spatial tasks might affect users’ per-

formance with different interfaces, and what additional techniques

are needed to help best manage such scenarios.

Our work focuses on quickly switching between spatial tasks in

VR. However, there is a growing body of work on using VR to multi-

task for traditional desktop-based knowledge work [62]. We recom-

mend conducting studies on world switching in productivity sce-

narios, e.g., using spatialized cues to enable efficient mental context

recovery [4] when switching between immersive workspaces [48].

Other avenues for future work include world switching interfaces

that go beyond just switching the user’s environment. For example,

a user’s embodiment may change as they transition from one world
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to another — their avatar may change as they transition from awork

meeting to a social gathering, or their virtual toolset can change as

they use different applications. Finally, we recommend that future

work explore psychological aspects of world switching paradigms

and presence distributed across multiple worlds simultaneously [2],

e.g., effects of spatial multitasking on users’ attention and memory.

8 Conclusion
In this paper, we presented a novel interaction model for efficiently

switching between virtual worlds. We developed and evaluated

eight world switching interfaces combining two preview patterns

(WiM and Portal) with four interaction techniques (Hand Palette,

Head Palette, World Wheel, and Gallery). Our empirical evaluation

showed significant impacts of interface features on performance,

cognitive load, and user experience for an object collection task

distributed across distinct VEs. WiM previews were particularly ef-

fective for providing rapid spatial awareness while Portal previews

enabled effective pre-orientation. Direct, body-based interaction

techniques such as the Hand Palette and World Wheel showed

strong user preference and usability, especially when combined

with the WiM preview. Based on these insights, we offer recom-

mendations for using our techniques and designing new effective

interfaces in this context. Our findings provide a foundation for

developing intuitive, efficient, and enjoyable world-switching meth-

ods in VR. Future research should explore additional interaction

modalities, refine existingmetaphors, and evaluate these techniques

within broader realistic VR contexts.
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A Supplementary Materials
A.1 Gallery Interaction Implementation Details
During pilot testing we found that isomorphic linear scrolling through the options was sometimes difficult for participants, hence, to support

both fine- and coarse-grained control in the same scrolling motion, we used a non-isomorphic scrolling function. We tuned the scrolling

parameters through and describe our approach below. Let 𝑝𝑥 (𝑡) denote the hand’s horizontal position at time 𝑡 and Δ𝑡 be the time elapsed

between successive measurements. The hand’s horizontal velocity 𝑣𝑥 (𝑡) is computed as:

𝑣𝑥 (𝑡) = 𝑝𝑥 (𝑡 )−𝑝𝑥 (𝑡−Δ𝑡 )
Δ𝑡 (1)

Additionally, the vertical velocity component 𝑣𝑦 (𝑡) is calculated the same way. Scrolling only occurs when horizontal movement dominates

vertical movement (|𝑣𝑦 | ≤ |𝑣𝑥 |).
We defined lower and upper velocity thresholds 𝑣𝑙 and 𝑣𝑢 , with corresponding gain multipliers𝑚𝑙 and𝑚𝑢 . The dynamic gain multiplier,

𝛼 (𝑣𝑥 ), is defined as:

𝛼 (𝑣𝑥 ) = min

{
𝑚𝑢 , max

{
𝑚𝑙 , 𝑚𝑙 + 𝑚𝑢−𝑚𝑙

𝑣𝑢−𝑣𝑙 ( |𝑣𝑥 | − 𝑣𝑙 )
}}

(2)

In our implementation, we used the following parameter values (in m/s): 𝑣𝑙 = 0, 𝑣𝑢 = 10,𝑚𝑙 = 0.05, and𝑚𝑢 = 0.1. With 𝑠 being the

gesture-specific scrolling speed factor (𝑠 = 1.0 in our implementation), the incremental cursor displacement Δ𝑥 is given by:

Δ𝑥 = 𝑠 𝑣𝑥 𝛼 (𝑣𝑥 ) (3)

If the current cursor position is 𝑥current and the valid range of motion is bounded by 𝑥start and 𝑥end, the updated cursor position 𝑥new is

computed as:

𝑥new = clamp

(
𝑥current + Δ𝑥, 𝑥start, 𝑥end

)
(4)

Additionally, we implemented a snapping mechanism for precise selection. When the hand’s horizontal velocity falls below a threshold

(|𝑣𝑥 (𝑡) | < 0.05), the cursor position is linearly interpolated toward the nearest discrete snap point with a weight of 0.5. The snap point 𝑥target
is calculated as:

𝑥target = round

(
𝑥new−𝑥start

𝛿scroll

)
· 𝛿

scroll
+ 𝑥start (5)

where 𝛿
scroll

is the interval spacing between interface elements. Releasing the pinch with an upward slide confirms the transition, while a

downward release cancels it and disables the interface. While the pinch moves vertically, the cursor remains in place.
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A.2 Instructional User Interface

Figure 8: UI shown in the “Home” environment containing text instructions and a looping video demonstration of the technique.
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A.3 Qualitative Analysis Details

Table 3: Summary of qualitative analysis results with multiple exemplar quotations and PID attribution.

Theme Code # PIDs Example quotation(s) PID

Previews Affect
Orientation and Search

WiM fast overview 9 “the WiM was the quickest way to get an immediate glance of

the environment. . . quick scan, look for the coin.”

16

“for the WiM, it was super easy [to find] the coin.” 21

“any time that I was able to see all the boxes at once. . . that was

the one I preferred the most.”

19

Portal pre-orientation 6 “[the] portal isolates the field of view. . . you are already oriented

as you go into the new environment.”

21

“for the portal, you are already oriented as you went into that

new environment.”

3

WiM pre-orientation 12 “regardless of the orientation of the overhead view. . . I was able

to know immediately which direction to reach. . . because my

avatar’s position.”

9

“with the WiM. . . I could orient myself without visually looking.” 16

“with the world miniature. . . I know exactly which box [was] to

my right.”

22

Control Fluency (Speed
and Precision)

Steering wheel fast/fluid 12 “steering wheel [was] really fast, really responsive, and it

felt. . . natural.”

16

“the steering wheel was really, really fun [and] more fluid.” 21

“I liked the steering wheel best, it was the fastest for sure.” 7

Linear menus imprecision 6 “I didn’t love the [linear] one. . . took a while to get the ges-

ture. . . hard to control.”

22

“the linear menu. . . too much user input in every single one.” 12

Hand-based preference 5 “moved faster through UIs. . .with my dominant hand.” 8

“liked the ones where I did more hand selection.” 21

Desire for quick selections 3 “shortcut to home. . .would be nice.” 20

“as soon as you touch the world, you would just. . . go there.” 9

“gaze tracking. . . quick gaze flicks. . .may make selection faster.” 11

Hand-tracking issues 3 “it would just like bloop to so many environments because it

would lose the hand tracking on my right hand.”

21

“the flakiness of the tracking. . . sometimes it would select when

I didn’t want it to.”

20

“the sensitivity of recognition. . . need to modulate pinches so

the system would register them.”

16

Ergonomics & Physical
Load

Head-based cumbersome 6 “head-mounted stuff was also the hardest. . . I had to put my head

in weird positions.”

22

“head-based methods were difficult to navigate.” 11

“having to physically move my neck around was cumbersome.” 8

Physical fatigue 6 “two-handed. . .was really nice. . . but tiring.” 22

“with the steering wheel. . . towards that last trial [my arm] was

getting a little bit sore.”

3

“gorilla arms. . . exhausting after a while.” 17

User and Interface
Adaptation

Context/task dependence 5 “portal would probably work better for cluttered environ-

ments. . . isolates the field of view.”

21

“for a lot of clutter. . . [the] world miniature. . .wouldn’t perform

so well. . . portal will work better.”

9

“shows all at the same time” for rapid scanning. 22

Muscle memory 2 “going home. . .was always kind of this L shape. . . [it] started to

muscle memory in.”

17

“repeated use led to actions becoming automatic.” 3

Learning curve 2 “there was a skill to it. . . learning curve. . . how you pinch. . . so

that the headset recognizes it.”

16

“you develop your own strategy” 20

Retrieval through portal 2 “it should support [the ability to] reach through the portal. . . just

grab it”

17
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A.4 Statistical Results

Table 4: Pairwise post hoc comparisons of Search Time between Interfaces (Bonferroni adjustment for 36 tests). 𝑝-values are
bolded if < 0.05.

Contrast Estimate SE df 𝑡 𝑝

Baseline – Portal–Gallery −11.82 9.10 168 −1.299 1.000
Baseline – Portal–HandPalette −9.59 9.10 168 −1.054 1.000
Baseline – Portal–HeadPalette −23.50 9.10 168 −2.583 0.383
Baseline – Portal–WorldWheel −1.91 9.10 168 −0.210 1.000
Baseline – WiM–Gallery 47.32 9.10 168 5.201 < 0.001
Baseline – WiM–HandPalette 81.09 9.10 168 8.914 < 0.001
Baseline – WiM–HeadPalette 58.09 9.10 168 6.386 < 0.001
Baseline – WiM–WorldWheel 92.68 9.10 168 10.188 < 0.001
Portal–Gallery – Portal–HandPalette 2.23 9.10 168 0.245 1.000
Portal–Gallery – Portal–HeadPalette −11.68 9.10 168 −1.284 1.000
Portal–Gallery – Portal–WorldWheel 9.91 9.10 168 1.089 1.000
Portal–Gallery – WiM–Gallery 59.14 9.10 168 6.500 < 0.001
Portal–Gallery – WiM–HandPalette 92.91 9.10 168 10.213 < 0.001
Portal–Gallery – WiM–HeadPalette 69.91 9.10 168 7.685 < 0.001
Portal–Gallery – WiM–WorldWheel 104.50 9.10 168 11.487 < 0.001
Portal–HandPalette – Portal–HeadPalette −13.91 9.10 168 −1.529 1.000
Portal–HandPalette – Portal–WorldWheel 7.68 9.10 168 0.844 1.000
Portal–HandPalette – WiM–Gallery 56.91 9.10 168 6.256 < 0.001
Portal–HandPalette – WiM–HandPalette 90.68 9.10 168 9.968 < 0.001
Portal–HandPalette – WiM–HeadPalette 67.68 9.10 168 7.440 < 0.001
Portal–HandPalette – WiM–WorldWheel 102.27 9.10 168 11.242 < 0.001
Portal–HeadPalette – Portal–WorldWheel 21.59 9.10 168 2.373 0.675
Portal–HeadPalette – WiM–Gallery 70.82 9.10 168 7.785 < 0.001
Portal–HeadPalette – WiM–HandPalette 104.59 9.10 168 11.497 < 0.001
Portal–HeadPalette – WiM–HeadPalette 81.59 9.10 168 8.969 < 0.001
Portal–HeadPalette – WiM–WorldWheel 116.18 9.10 168 12.771 < 0.001
Portal–WorldWheel – WiM–Gallery 49.23 9.10 168 5.411 < 0.001
Portal–WorldWheel – WiM–HandPalette 83.00 9.10 168 9.124 < 0.001
Portal–WorldWheel – WiM–HeadPalette 60.00 9.10 168 6.595 < 0.001
Portal–WorldWheel – WiM–WorldWheel 94.59 9.10 168 10.398 < 0.001
WiM–Gallery – WiM–HandPalette 33.77 9.10 168 3.712 0.010
WiM–Gallery – WiM–HeadPalette 10.77 9.10 168 1.184 1.000
WiM–Gallery – WiM–WorldWheel 45.36 9.10 168 4.987 < 0.001
WiM–HandPalette – WiM–HeadPalette −23.00 9.10 168 −2.528 0.446
WiM–HandPalette – WiM–WorldWheel 11.59 9.10 168 1.274 1.000
WiM–HeadPalette – WiM–WorldWheel 34.59 9.10 168 3.802 0.007

Table 5: Pairwise post hoc comparisons of Retrieve Time between Preview Patterns (Bonferroni adjustment for 3 tests). 𝑝-values
are bolded if < 0.05.

Contrast Estimate SE df 𝑡 𝑝

None – Portal 15.09 2.85 42 5.298 < 0.001
None – WiM 5.77 2.85 42 2.027 0.147
Portal – WiM −9.32 2.85 42 −3.271 0.006

Table 6: Pairwise post hoc comparisons of Deposit Time between Interaction Techniques (Bonferroni adjustment for 10 tests).
𝑝-values are bolded if < 0.05.

Contrast Estimate SE df 𝑡 𝑝

Baseline – Gallery −23.77 6.69 84 −3.553 0.006
Baseline – Hand Palette 11.86 6.69 84 1.773 0.799
Baseline – Head Palette −5.64 6.69 84 −0.842 1.000
Baseline – World Wheel −1.55 6.69 84 −0.231 1.000
Gallery – Hand Palette 35.64 6.69 84 5.326 < 0.001
Gallery – Head Palette 18.14 6.69 84 2.710 0.081
Gallery – World Wheel 22.23 6.69 84 3.322 0.013
Hand Palette – Head Palette −17.50 6.69 84 −2.615 0.106
Hand Palette – World Wheel −13.41 6.69 84 −2.004 0.483
Head Palette – World Wheel 4.09 6.69 84 0.611 1.000
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Table 7: Pairwise post hoc comparisons of UEQ Hedonic questionnaire responses across Interfaces (Bonferroni adjustment for
36 tests). 𝑝-values are bolded if < 0.05.

Contrast Estimate SE df 𝑡 𝑝

Baseline – Portal–Gallery −69.41 13.40 168 −5.189 < 0.001
Baseline – Portal–HandPalette −80.14 13.20 168 −6.050 < 0.001
Baseline – Portal–HeadPalette −48.96 13.60 168 −3.613 0.014
Baseline – Portal–WorldWheel −89.36 13.40 168 −6.681 < 0.001
Baseline – WiM–Gallery −69.73 13.40 168 −5.213 < 0.001
Baseline – WiM–HandPalette −75.09 13.40 168 −5.614 < 0.001
Baseline – WiM–HeadPalette −60.02 13.40 168 −4.487 0.001
Baseline – WiM–WorldWheel −98.84 13.40 168 −7.389 < 0.001
Portal–Gallery – Portal–HandPalette −10.73 13.20 168 −0.810 1.000
Portal–Gallery – Portal–HeadPalette 20.45 13.60 168 1.509 1.000
Portal–Gallery – Portal–WorldWheel −19.96 13.40 168 −1.492 1.000
Portal–Gallery – WiM–Gallery −0.32 13.40 168 −0.024 1.000
Portal–Gallery – WiM–HandPalette −5.68 13.40 168 −0.425 1.000
Portal–Gallery – WiM–HeadPalette 9.39 13.40 168 0.702 1.000
Portal–Gallery – WiM–WorldWheel −29.43 13.40 168 −2.200 1.000
Portal–HandPalette – Portal–HeadPalette 31.18 13.50 168 2.317 0.782
Portal–HandPalette – Portal–WorldWheel −9.22 13.20 168 −0.696 1.000
Portal–HandPalette – WiM–Gallery 10.41 13.20 168 0.786 1.000
Portal–HandPalette – WiM–HandPalette 5.05 13.20 168 0.381 1.000
Portal–HandPalette – WiM–HeadPalette 20.12 13.20 168 1.519 1.000
Portal–HandPalette – WiM–WorldWheel −18.70 13.20 168 −1.412 1.000
Portal–HeadPalette – Portal–WorldWheel −40.40 13.60 168 −2.981 0.119
Portal–HeadPalette – WiM–Gallery −20.76 13.60 168 −1.532 1.000
Portal–HeadPalette – WiM–HandPalette −26.13 13.60 168 −1.928 1.000
Portal–HeadPalette – WiM–HeadPalette −11.06 13.60 168 −0.816 1.000
Portal–HeadPalette – WiM–WorldWheel −49.88 13.60 168 −3.680 0.011
Portal–WorldWheel – WiM–Gallery 19.64 13.40 168 1.468 1.000
Portal–WorldWheel – WiM–HandPalette 14.27 13.40 168 1.067 1.000
Portal–WorldWheel – WiM–HeadPalette 29.34 13.40 168 2.193 1.000
Portal–WorldWheel – WiM–WorldWheel −9.48 13.40 168 −0.708 1.000
WiM–Gallery – WiM–HandPalette −5.36 13.40 168 −0.401 1.000
WiM–Gallery – WiM–HeadPalette 9.71 13.40 168 0.725 1.000
WiM–Gallery – WiM–WorldWheel −29.11 13.40 168 −2.176 1.000
WiM–HandPalette – WiM–HeadPalette 15.07 13.40 168 1.126 1.000
WiM–HandPalette – WiM–WorldWheel −23.75 13.40 168 −1.775 1.000
WiM–HeadPalette – WiM–WorldWheel −38.82 13.40 168 −2.902 0.151

Table 8: Pairwise post hoc comparisons of Continuity questionnaire responses across Interfaces (Bonferroni adjustment for 36
tests). 𝑝-values are bolded if < 0.05.

Contrast Estimate SE df 𝑡 𝑝

Baseline – Portal–Gallery −55.55 14.6 168 −3.816 0.007
Baseline – Portal–HandPalette −64.83 14.4 168 −4.498 0.001
Baseline – Portal–HeadPalette −40.87 14.7 168 −2.772 0.224
Baseline – Portal–WorldWheel −73.34 14.6 168 −5.039 < 0.001
Baseline – WiM–Gallery −48.30 14.6 168 −3.318 0.040
Baseline – WiM–HandPalette −63.77 14.6 168 −4.381 0.001
Baseline – WiM–HeadPalette −39.23 14.6 168 −2.695 0.279
Baseline – WiM–WorldWheel −74.68 14.6 168 −5.131 < 0.001
Portal–Gallery – Portal–HandPalette −9.29 14.4 168 −0.644 1.000
Portal–Gallery – Portal–HeadPalette 14.67 14.7 168 0.995 1.000
Portal–Gallery – Portal–WorldWheel −17.80 14.6 168 −1.223 1.000
Portal–Gallery – WiM–Gallery 7.25 14.6 168 0.498 1.000
Portal–Gallery – WiM–HandPalette −8.23 14.6 168 −0.565 1.000
Portal–Gallery – WiM–HeadPalette 16.32 14.6 168 1.121 1.000
Portal–Gallery – WiM–WorldWheel −19.14 14.6 168 −1.315 1.000
Portal–HandPalette – Portal–HeadPalette 23.96 14.6 168 1.636 1.000
Portal–HandPalette – Portal–WorldWheel −8.51 14.4 168 −0.590 1.000
Portal–HandPalette – WiM–Gallery 16.54 14.4 168 1.147 1.000
Portal–HandPalette – WiM–HandPalette 1.06 14.4 168 0.074 1.000
Portal–HandPalette – WiM–HeadPalette 25.61 14.4 168 1.777 1.000
Portal–HandPalette – WiM–WorldWheel −9.85 14.4 168 −0.683 1.000
Portal–HeadPalette – Portal–WorldWheel −32.47 14.7 168 −2.202 1.000
Portal–HeadPalette – WiM–Gallery −7.42 14.7 168 −0.503 1.000
Portal–HeadPalette – WiM–HandPalette −22.90 14.7 168 −1.553 1.000
Portal–HeadPalette – WiM–HeadPalette 1.65 14.7 168 0.112 1.000
Portal–HeadPalette – WiM–WorldWheel −33.81 14.7 168 −2.293 0.832
Portal–WorldWheel – WiM–Gallery 25.05 14.6 168 1.721 1.000
Portal–WorldWheel – WiM–HandPalette 9.57 14.6 168 0.657 1.000
Portal–WorldWheel – WiM–HeadPalette 34.11 14.6 168 2.344 0.730
Portal–WorldWheel – WiM–WorldWheel −1.34 14.6 168 −0.092 1.000
WiM–Gallery – WiM–HandPalette −15.48 14.6 168 −1.063 1.000
WiM–Gallery – WiM–HeadPalette 9.07 14.6 168 0.623 1.000
WiM–Gallery – WiM–WorldWheel −26.39 14.6 168 −1.813 1.000
WiM–HandPalette – WiM–HeadPalette 24.55 14.6 168 1.686 1.000
WiM–HandPalette – WiM–WorldWheel −10.91 14.6 168 −0.749 1.000
WiM–HeadPalette – WiM–WorldWheel −35.45 14.6 168 −2.436 0.573
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Table 9: Pairwise post hoc comparisons of NASA TLX scores across Interfaces (Bonferroni adjustment for 36 tests). 𝑝-values are
bolded if < 0.05.

Contrast Estimate SE df 𝑡 𝑝

Baseline – Portal–Gallery −14.75 13.6 168 −1.086 1.000
Baseline – Portal–HandPalette −3.83 13.5 168 −0.285 1.000
Baseline – Portal–HeadPalette −44.47 13.8 168 −3.231 0.054
Baseline – Portal–WorldWheel −3.98 13.6 168 −0.293 1.000
Baseline – WiM–Gallery 2.73 13.6 168 0.201 1.000
Baseline – WiM–HandPalette 24.71 13.6 168 1.818 1.000
Baseline – WiM–HeadPalette −11.21 13.6 168 −0.825 1.000
Baseline – WiM–WorldWheel 18.68 13.6 168 1.375 1.000
Portal–Gallery – Portal–HandPalette 10.92 13.5 168 0.812 1.000
Portal–Gallery – Portal–HeadPalette −29.72 13.8 168 −2.159 1.000
Portal–Gallery – Portal–WorldWheel 10.77 13.6 168 0.793 1.000
Portal–Gallery – WiM–Gallery 17.48 13.6 168 1.286 1.000
Portal–Gallery – WiM–HandPalette 39.46 13.6 168 2.904 0.151
Portal–Gallery – WiM–HeadPalette 3.55 13.6 168 0.261 1.000
Portal–Gallery – WiM–WorldWheel 33.43 13.6 168 2.460 0.536
Portal–HandPalette – Portal–HeadPalette −40.65 13.7 168 −2.974 0.122
Portal–HandPalette – Portal–WorldWheel −0.15 13.5 168 −0.011 1.000
Portal–HandPalette – WiM–Gallery 6.56 13.5 168 0.487 1.000
Portal–HandPalette – WiM–HandPalette 28.53 13.5 168 2.121 1.000
Portal–HandPalette – WiM–HeadPalette −7.38 13.5 168 −0.548 1.000
Portal–HandPalette – WiM–WorldWheel 22.51 13.5 168 1.673 1.000
Portal–HeadPalette – Portal–WorldWheel 40.50 13.8 168 2.942 0.134
Portal–HeadPalette – WiM–Gallery 47.20 13.8 168 3.429 0.028
Portal–HeadPalette – WiM–HandPalette 69.18 13.8 168 5.025 < 0.001
Portal–HeadPalette – WiM–HeadPalette 33.27 13.8 168 2.417 0.602
Portal–HeadPalette – WiM–WorldWheel 63.16 13.8 168 4.588 < 0.001
Portal–WorldWheel – WiM–Gallery 6.71 13.6 168 0.493 1.000
Portal–WorldWheel – WiM–HandPalette 28.68 13.6 168 2.111 1.000
Portal–WorldWheel – WiM–HeadPalette −7.23 13.6 168 −0.532 1.000
Portal–WorldWheel – WiM–WorldWheel 22.66 13.6 168 1.668 1.000
WiM–Gallery – WiM–HandPalette 21.98 13.6 168 1.617 1.000
WiM–Gallery – WiM–HeadPalette −13.93 13.6 168 −1.025 1.000
WiM–Gallery – WiM–WorldWheel 15.96 13.6 168 1.174 1.000
WiM–HandPalette – WiM–HeadPalette −35.91 13.6 168 −2.643 0.324
WiM–HandPalette – WiM–WorldWheel −6.02 13.6 168 −0.443 1.000
WiM–HeadPalette – WiM–WorldWheel 29.89 13.6 168 2.200 1.000

Table 10: Pairwise post hoc comparisons of SUS scores across Interfaces (Bonferroni adjustment for 36 tests). 𝑝-values are bolded
if < 0.05.

Contrast Estimate SE df 𝑡 𝑝

Baseline – Portal–Gallery 34.16 13.9 168 2.460 0.537
Baseline – Portal–HandPalette 22.96 13.8 168 1.670 1.000
Baseline – Portal–HeadPalette 93.54 14.1 168 6.649 < 0.001
Baseline – Portal–WorldWheel 19.27 13.9 168 1.388 1.000
Baseline – WiM–Gallery 34.96 13.9 168 2.517 0.460
Baseline – WiM–HandPalette −0.46 13.9 168 −0.033 1.000
Baseline – WiM–HeadPalette 51.30 13.9 168 3.694 0.011
Baseline – WiM–WorldWheel 10.73 13.9 168 0.773 1.000
Portal–Gallery – Portal–HandPalette −11.20 13.8 168 −0.814 1.000
Portal–Gallery – Portal–HeadPalette 59.38 14.1 168 4.221 0.001
Portal–Gallery – Portal–WorldWheel −14.89 13.9 168 −1.072 1.000
Portal–Gallery – WiM–Gallery 0.80 13.9 168 0.057 1.000
Portal–Gallery – WiM–HandPalette −34.61 13.9 168 −2.493 0.491
Portal–Gallery – WiM–HeadPalette 17.14 13.9 168 1.234 1.000
Portal–Gallery – WiM–WorldWheel −23.43 13.9 168 −1.687 1.000
Portal–HandPalette – Portal–HeadPalette 70.58 14.0 168 5.053 < 0.001
Portal–HandPalette – Portal–WorldWheel −3.69 13.8 168 −0.268 1.000
Portal–HandPalette – WiM–Gallery 11.99 13.8 168 0.872 1.000
Portal–HandPalette – WiM–HandPalette −23.42 13.8 168 −1.703 1.000
Portal–HandPalette – WiM–HeadPalette 28.34 13.8 168 2.061 1.000
Portal–HandPalette – WiM–WorldWheel −12.23 13.8 168 −0.890 1.000
Portal–HeadPalette – Portal–WorldWheel −74.27 14.1 168 −5.279 < 0.001
Portal–HeadPalette – WiM–Gallery −58.59 14.1 168 −4.164 0.002
Portal–HeadPalette – WiM–HandPalette −93.99 14.1 168 −6.681 < 0.001
Portal–HeadPalette – WiM–HeadPalette −42.25 14.1 168 −3.003 0.111
Portal–HeadPalette – WiM–WorldWheel −82.82 14.1 168 −5.886 < 0.001
Portal–WorldWheel – WiM–Gallery 15.68 13.9 168 1.129 1.000
Portal–WorldWheel – WiM–HandPalette −19.73 13.9 168 −1.421 1.000
Portal–WorldWheel – WiM–HeadPalette 32.02 13.9 168 2.306 0.804
Portal–WorldWheel – WiM–WorldWheel −8.55 13.9 168 −0.615 1.000
WiM–Gallery – WiM–HandPalette −35.41 13.9 168 −2.550 0.420
WiM–Gallery – WiM–HeadPalette 16.34 13.9 168 1.177 1.000
WiM–Gallery – WiM–WorldWheel −24.23 13.9 168 −1.745 1.000
WiM–HandPalette – WiM–HeadPalette 51.75 13.9 168 3.727 0.010
WiM–HandPalette – WiM–WorldWheel 11.18 13.9 168 0.805 1.000
WiM–HeadPalette – WiM–WorldWheel −40.57 13.9 168 −2.921 0.143
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A.5 Performance Across All Trials

WIM − Palette Hand WIM − Palette Head WIM − World Wheel

Portal − Palette Head Portal − World Wheel WIM − Gallery

Baseline Portal − Gallery Portal − Palette Hand
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Figure 9: Search Time by Trial per Interface. Individual task times are shown as semi-transparent points, while red markers
indicate the median task time for each trial. The plots are faceted by Interface.
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WIM − Palette Hand WIM − Palette Head WIM − World Wheel

Portal − Palette Head Portal − World Wheel WIM − Gallery

Baseline Portal − Gallery Portal − Palette Hand
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Figure 10: Retrieve Time by Trial per Interface. Individual task times are shown as semi-transparent points, while red markers
indicate the median task time for each trial. The plots are faceted by Interface.
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WIM − Palette Hand WIM − Palette Head WIM − World Wheel

Portal − Palette Head Portal − World Wheel WIM − Gallery

Baseline Portal − Gallery Portal − Palette Hand
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Figure 11: Deposit Time by Trial per Interface. Individual task times are shown as semi-transparent points, while red markers
indicate the median task time for each trial. The plots are faceted by Interface.
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