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*A promising approach for more seamless interruptions across Milgram’s continuum may be achieved through the notion of diegesis, which has recently gained interest in the fields of virtual/augmented reality and human-computer interaction [32]. Diegesis is defined as the internal consistency of an experience/story/narration, including the appearance and behavior of entities/objects and their environment [14, 32]. In the VR community, diegetic representations are receiving a growing interest, e.g., they are utilized in user interfaces and when a user’s attention needs to be attracted/detected.
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**Abstract**

Due to the closed design of modern virtual reality (VR) head-mounted displays (HMDs), users tend to lose awareness of their real-world surroundings. This is particularly challenging when another person in the same physical space needs to interrupt the VR user for a brief conversation. Such interruptions, e.g., tapping a VR user on the shoulder, can cause a disruptive break in presence (BIP), which affects their place and plausibility illusions, and may cause a drop in performance of their virtual activity. Recent findings related to the concept of diegesis, which denotes the internal consistency of an experience/story, suggest potential benefits of integrating registered virtual representations for physical interactors, especially when these appear internally consistent in VR. In this paper, we present a human-subject study we conducted to compare and evaluate five different diegetic and non-diegetic methods to facilitate cross-reality interruptions in a virtual office environment, where a user’s task was briefly interrupted by a physical person. We created a Cross-Reality Interaction Questionnaire (CRIQ) to capture the quality of the interaction from the VR user’s perspective. Our results show that the diegetic representations afforded the highest quality interactions, the highest place illusions, and caused the least disruption of the participants’ virtual experiences. We found reasonably high senses of co-presence with the partially and fully diegetic virtual representations. We discuss our findings as well as implications for practical applications that aim to leverage virtual representations to ease cross-reality interruptions.

**1 Introduction**

Immersive virtual reality (VR) technologies, such as head-mounted displays (HMDs), afford users the multi-sensory illusion that they are “present” [22] in a computer-generated virtual space, indicated by a sense of “being there” in the virtual environment (VE), known as place illusion, and a sense of internal consistency and plausibility, known as plausibility illusion [41]. Practically, a high sense of presence in a virtual space often coincides with a reduced awareness of the VR user’s physical surroundings. This is particularly challenging when another person in the same physical space intends to interact with the VR user, be them friends, family members, or co-workers. For instance, this may require tapping a VR user on the shoulder to make them aware of one’s presence. Such cross-reality interruptions may cause severe breaks in presence (BIPs) for VR users, which may disrupt their place and plausibility illusions, but may also affect their virtual activities or task performance [40]. Some interruptions, such as unrelated tasks or high priority communications, may require the VR user’s full attention outside the VE and thus call for a BIP. However, many other interruptions can be resolved by brief interactions in the VE and can benefit from a more seamless interaction experience that does not require substantial transitions in the user’s place illusion. For example, a collaborative scenario with a VR user and one or more non-VR users may involve many interjections by the non-VR users as they suggest improvements or relay updates from the physical environment that need to be addressed in the VE.

Reducing the negative effects of such cross-reality interruptions is an important topic for many applications as well as a challenging topic for basic research as these interruptions bridge Milgram’s reality-virtuality continuum [26]. Such interruptions require VR users to either focus entirely on the real world or mentally synchronize the location and state of a physical interactor with their perceived VE.
with minimal disruption to a user’s sense of presence [27, 32, 36, 37]. We believe that diegetic approaches may be adopted for seamless cross-reality interruptions by presenting a diegetic representation of a physical interrupter to a VR user. This kind of interaction may allow the VR user to keep the headset on, eliminating the disruption caused by doffing and donning the HMD, and enabling the user to both interact with that person and maintain a high sense of presence in VR.


In this scope, we considered the following research questions:

- **RQ1**: How do different degrees of diegesis during cross-reality interruptions affect users’ sense of presence in the physical and virtual environments before, during, and after the interaction?
- **RQ2**: How do different degrees of diegesis during cross-reality interruptions affect users’ awareness of the physical and virtual environments, social behaviors, and task performance?
- **RQ3**: How do diegetic representations of a person during an interruption affect users’ perception of them as real/virtual humans?

We addressed these research questions by performing a human-subject study to explore and compare different virtual representations from fully-diegetic to non-diegetic forms and evaluated them against a hardware solution based on a passthrough camera view, and a baseline in which participants took off the VR HMD (see Figure 1). Interaction is by nature two-sided; however, previous research has identified various research opportunities for creating a less disruptive and more seamless user experience for interrupted users [46]. Thus, we studied the effects of these conditions from the VR user’s perspective. We measured participants’ performance completing a virtual task as well as their sense of co-presence with the virtual representations, and we introduce a Cross-Reality Interaction Questionnaire (CRIQ) to capture participants’ experience and perception of the interaction across realities. Our results show significant benefits of fully diegetic and partially diegetic representations for such interruptions across different measures.

The remainder of this paper is structured as follows. Section 2 provides an overview of related work on cross-reality interaction and diegetic representations. In Section 3 we describe our experiment. The results are presented in Section 4 and discussed in Section 5. Section 6 concludes the paper and discusses future research.

## 2 Related Work

In this section, we discuss related work on cross-reality interaction and diegetic representations.

### 2.1 Cross-Reality Interaction

As computing devices become more pervasive, researchers have started to explore interactions across Milgram’s reality-virtuality continuum [26] using sensors and displays to provide innovative means for collaboration and shared experiences [20, 21, 23, 31, 35]. In the context of VR and non-VR collaborators, the cross-reality design space is interesting because each interactor’s reality has its own set of perspectives and affordances. There is substantial work on solutions for bridging the gap between a VR user’s physical environment and the VE so that the user may maintain awareness of co-located people, objects, or events.

By default, some consumer headsets support features that can support cross-reality interaction. For instance, the HTC Vive’s “Knock Knock” feature allows a person in the real world to press a button on a tethered VR computer’s keyboard to notify the VR user that someone outside the VE would like to talk to them [9]. Zenner et al. extended this approach by providing adaptive notifications with varying priority to the VR user [56]. The Oculus Quest further has a passthrough feature that allows users to double tap the side of the headset to enable a grayscale, real-time video view of their physical surroundings [28]. Through this feature, they can keep the HMD on their head while they look at the person in the real world.

Most research has focused on providing VR users uni-directional awareness of other people and their proximity in the physical environment, especially during short interruptions, which was rated as the most important aspect of awareness by VR users in a survey conducted by McGill et al. [25]. They explored this usability challenge in part through a prototype that portrayed a bystander in the VE as a transparent, ghost-like representation and as a real-time video cut-out. They found that users appreciated having knowledge of the bystander, but wanted a warning or more abstract representation of the bystander, while the real-time video of the bystander significantly disrupted the user’s sense of presence. Simeone [39] created a related motion tracking widget to visualize the movement of persons in the physical environment to VR users with 2D representations. Ghosh et al. completed several prototypes to represent persons from the physical environment in VR using different modalities, including a video cut-out of a person and visualizing their location as footsteps [13]. They further completed a design exercise about best methods for notifying and interrupting VR users from outside the VE, suggesting the benefits of 3D representations for nearby people and objects ranging in detail from a glowing orb to a realistic model generated from real depth data, and using animations such as a wave to differentiate them from other in-world elements. However, they did not examine how they affected users’ sense of presence. Willich et al. [50] further examined three different virtual representations for a bystander: an abstract avatar, a 3D point cloud of the bystander, and a 2D video of the bystander and surrounding environment. They found the avatar afforded the best spatial awareness, but felt less like interacting with a real person than the 2D video to the participants. They also found the 3D point cloud and avatar conditions reduced distraction. However, their study was not aimed at collaborative scenarios in which the bystander seeks productive communication with the VR user. In their RealityCheck system, Hartmann et al. [16] blended people from the physical environment into the virtual one as graphics objects or by allowing users to use the controllers as “flashlights” into the real world. RealityCheck effected higher presence scores, but there were no significant results for communication with the co-located mixed-presence bystanders. Williamson et al. [53] explored ways to support cross-reality interactions in an airplane setting, proposing initiating bystander interruptions naturally (via a gesture or common phrase) or via a peripheral device, and a passthrough view for the user to observe their surroundings.

While there is substantial work on technical solutions for cross-reality interactions, there is a gap in understanding how these interactions affect users’ sense of place and plausibility, and how brief interruptions affect virtual activities and task performance.

### 2.2 Diegetic Representations

**Diegesis** which is originally a Greek word meaning *narrative* has been historically used in literature and film theory [5, 17, 44, 54]. In these domains, various definitions have been provided for diegesis. Gorbman defined diegesis as “narratively implied spatiotemporal world of the action and characters” [14], which is inspired by Genette’s definition as he described diegetic as “what relates, or belongs, to the story” (translated by Bunia [5, 12]). In video games, Galloway described diegesis as “...the game’s total world of narrative actions” [10]. More recently, the concept of diegesis is being used in gaming and cinematic VR to denote an internally consistent appearance and behavior of virtual user interface elements that integrate
well with the VE and application context [10, 32, 36, 37].

In VR, with the increasing popularity of 360-degree experiences, such as cinematic VR and 360-degree videos, the concept of diegesis has been used to characterize mechanisms to guide a viewer’s attention [27, 32, 42, 47]. In such 360-degree VR experiences, viewers are usually presented with the opportunity to explore the VE freely, and in some cases, this added freedom results in viewers missing parts of the story [32]. Therefore, in recent years, finding appropriate attention guiding mechanisms that can effectively guide users while maintaining their sense of presence has received a lot of attention [6, 27, 32–34, 42, 51, 55]. In this area, diegetic representations of cues are part of the story and the environment of the VR experience, while non-diegetic representations of cues are external elements to the story and the environment. For instance, movements of characters and sounds in the VE can be seen and heard by other virtual characters are considered to be diegetic. On the other hand, using mechanisms with primitive objects, such as arrows and spheres, to guide a viewer’s attention is considered non-diegetic.

Compared to non-diegetic cues, diegetic representation of cues are usually associated with or hypothesized as bringing about a higher sense of presence and improved user experience [32]. In a cinematic VR experience where participants embodied a captive in a cabin in the woods, Nielsen et al. [27] observed that participants found a diegetic firefly programmed to guide them to important parts of the story more helpful with the potential for higher levels of presence than a non-diegetic alternative of forced rotation. In another cinematic VR experience where participants were immersed in a virtual castle with dragons, Cao et al. [6] studied the effects of diegetic and non-diegetic representations by comparing birds and arrows as attention guiding cues, finding that birds were preferred by the majority of the participants.

The concept of diegesis is studied in other areas of VR research, such as redirected walking where researchers introduce attractors/detractors to mask rotations of the VE or ensure the user’s safety by redirecting them, as maintaining the user’s sense of presence is considered a primary goal [8, 29, 43]. For instance, in work by Sra et al. [43], they introduced the concept of embedded context sensitive attractors as “coherent with the narrative, related user interactions, and the virtual environment” which aligns with the concept of diegesis [10, 32]. In this field, Peck et al. [29] studied the influence of different types of distractors aimed at masking the VE’s rotation with respect to the participants’ sense of presence. They found that using visually and thematically more consistent distractors such as a hummingbird in an outdoor nature environment can lead to an increased sense of presence.

The findings above point towards the fact that diegetic representations, irrespective of their use case, show an increased potential for user preference and an improved sense of presence. Therefore, we believe it is valuable to utilize the notion of diegetic representations in cross-reality interactions where factors such as the user’s sense of presence are equally important.

3 Experiment

In this section we describe the human-subject study we performed to compare different diegetic and non-diegetic methods to improve cross-reality interruptions.

3.1 Participants

After initial pilot tests, we estimated the effect size of the expected strong effects, and based on a power analysis, we made the decision to recruit 24 participants from our university community (17 identified as male and 7 identified as female; ages between 18 and 46, \(M = 24.1, SD = 7.0\)). Our experimental procedure and recruitment of participants were approved by the institutional review board of our university under protocol number SBE-17-13446. All of the participants had normal or corrected-to-normal vision. None of the participants reported known visual or vestibular disorders, such as dyschromatopsia or a displacement of balance. One participant reported being color blind, but as our experiment was designed with sufficient luminance differences across all colors, we did not consider this a reason for exclusion. 23 participants had used a VR HMD before. The participants were either students or non-student members of our university, who responded to open calls for participation, and received monetary compensation for their participation.

3.2 Material

In this section, we describe the experimental setup and virtual background task, during which the cross-reality interruptions occurred.

3.2.1 Physical and Virtual Environment

Figure 2 shows a participant in the physical environment for our study. For the experiment, we used a large open space in our laboratory dedicated for human-subjects studies. A desk was positioned off to the side for the participants to give their informed consent, receive study descriptions and instructions from the experimenter, and answer the questionnaires on one of the lab’s laptops. We used an Oculus Quest 2 HMD and its default controllers for this experiment. The Quest 2 has a single fast-switch LCD display with a refresh rate of 90 Hz and a resolution of 1832 × 1920 pixels per eye.

We used the Unity Engine version 2019.4.15f1 LTS to create the experiment’s VE and program its functionality. As shown in the inset in Figure 2, we created an office environment. The participant began in a training room with a single desk and several virtual screens providing instructions for controls and mechanics of the experiment. The participant then teleported down a hall and into a larger office space in which there were several desks with computers and chairs. The participant arrived at a desk with two virtual monitors and a 3D printer that allowed them to print virtual blocks with equal side lengths of 0.16 meters, which they then stacked on a floor-level platform behind them. A virtual human sat at one of the nearby desks performing an idle typing animation on their keyboard and muttered some canned, non-interactive statements throughout the experiment. Two other virtual humans walked up and down a hall at several points throughout the experiment. We included these virtual humans to simulate a more realistic virtual office environment.

3.2.2 Task: Stacking Virtual Blocks

The primary virtual task for the participants consisted of stacking virtual blocks in two different configurations and different colors (white, green, blue, gray) in the VE. First, the participants had to print a block via a virtual 3D printer by pressing virtual buttons for
color selection and block printing. Then, they had to turn around in alternating directions and place the block on a building platform located behind them in the configuration the current task prescribed. Configuration A was a structure with four walls, each of which were four blocks long and two blocks high. Configuration B called for four walls that were each three blocks long and three blocks high. The block configurations are shown in Figure 3. Both of these configurations comprise of 24 blocks in total. The configurations and colors were randomized between trials in the experiment. As these were cognitively and physically comparable tasks, we did not consider them as factors in our experiment and mainly included them to add some variance to the experiment trials.

We particularly chose this virtual block stacking task because it requires a consistent level of cognitive load, provides continuous visual feedback on progress, and attracts the participant’s attention within a short amount of time. Although it might not be able to represent all VR experiences, the task had features that are required for our study purposes about task interruption and resumption.

When participants moved the 16th block in the 24-block configuration into the building area, an interruption began. The interruptions had a timed twelve-second onset delay during which the experimenter approached the participant’s physical position. At the same time, in a synchronized position, and if the condition called for it, a virtual representation of the experimenter materialized in the VE and approached the participant, leading to a brief interruption of the virtual task. Synchronization between the experimenter and his virtual representation was achieved through a Wizard-of-Oz technique [15]. During this interruption, the experimenter explained the participant’s subsequent task to work on after completing their current task. The experimenter then asked if the participant understood the next task and clarified if necessary. The participant was then free to complete their current task. Before the trials, the participant was informed they would be interrupted several times, but they were not given any instructions on how to handle the interruption.

The interruption and accompanying task instruction closely related to the primary task, a choice that corresponds to interruptions that may happen in cross-reality collaborative environments [30]. This choice also reduces some of the factors that contribute to the disruptiveness of the interruptions, including the interruption’s duration, complexity, and similarity to the primary task [46]. Controlling these factors increases the likelihood that all interruptions are perceived as equally disruptive throughout a trial, yielding data that better shows the fundamental effectiveness of the interruption techniques and allows us to more reliably measure the participants’ sense of presence in the VE over the course of the cross-reality interaction.

3.3 Methods
For this experiment, we used a within-subjects design with five different conditions. The order of the conditions was counter-balanced to reduce potential carryover effects.

3.3.1 Conditions
The five conditions tested different methods by which the experimenter interacted with the participants during the cross-reality interruptions (see Figure 1):

- **Fully Diegetic Avatar (FDA):** In this condition, a virtual human avatar walked toward the participant’s location. A 3D audio source was used to render footstep sounds from the avatar’s position, which were presented through the HMD’s speakers. The appearance of this virtual avatar matched the other virtual humans and the surroundings.

- **Partially Diegetic Avatar (PDA):** In this condition, we used a thematically similar virtual avatar and the same footstep sounds as for the FDA condition, but we added an emissive material that created a virtual halo effect around the avatar. We included this halo effect to differentiate this avatar from the other virtual humans and the surroundings.

- **Non-Diegetic Avatar (NDA):** Instead of a human representation, this condition showed a sphere avatar, which hovered toward the participant. An atmospheric sound was rendered in 3D from the avatar’s position and presented through the HMD’s speakers.

- **User Interface with Pass-through View (UIP):** In this condition, a non-diegetic user interface notification appeared in front of the participant and a notification sound was presented through the HMD’s speakers. The notification informed the participant that someone outside the virtual environment wanted to talk to them and to enable their passthrough camera by tapping twice on the side of the HMD.

- **Non-Mediated Interaction (Baseline):** In this condition, the experimenter tapped the participant on their shoulder\(^1\) and then asked them to remove the HMD to talk to them.

Each condition presents different interpersonal cues related to social presence [22]. For the interaction conditions that are placed entirely in the virtual environment aurally and visually, the participant cannot observe their interaction partner’s facial expression, style of dress, or body language. The passthrough camera displays these features, but in low fidelity. Of course, doffing the headset affords access to all features. In all cases, the participant can observe the experimenter’s tone of voice. We used doffing the HMD as our baseline condition as opposed to an audio-only interruption to balance the level of embodiment of the interrupter to the participant across conditions.

3.3.2 Measures

**Subjective Measures** We utilized the following questionnaires to collect subjective responses from our participants.

- **Cross-Reality Interaction:** To examine the participants’ perception of the cross-reality interaction, we devised our own questionnaire shown in Table 1. The sub-scales are *General, Place Illusion, Awareness, Behavioral Influence,* and *Plausibility Illusion,* each with multiple items on a 7-point scale. For this questionnaire, we modified relevant questions from the Usability Experience Questionnaire [19], Temple Presence Inventory [22], Slater-Usoh-Steed Presence Questionnaire [49], and Godspeed Questionnaire [2]. We based questions on Place Illusion and Plausibility on Slater’s work [41]. The *General*

\(^{1}\)This study was conducted during the COVID-19 pandemic. The experimenter followed all necessary guidelines, including using a stick to tap participants on the shoulder so they could maintain a social distance of 2 meters. We are confident that this caused no major differences in our participants’ behaviors and results.
sub-scale captures elements of the user’s experience and includes questions related to desirable qualities in brief cross-reality interactions. The Awareness sub-scale captures the extent to which the user felt aware of the physical/virtual environment. The Behavioral Influence sub-scale measures how much the physical/virtual environment influenced the user’s behavior. The Plausibility Illusion sub-scale measures the extent to which the experience felt plausible. The Place Illusion sub-scale measures the user’s sense of being in the VE instead of the physical environment before, during, and after the interaction, allowing us to analyze shifts in presence.

• **Co-Presence**: We used Basdogan et al.’s Co-Presence Questionnaire [3] for each interaction method to measure the extent to which the participants felt like they were interacting with a real human rather than a virtual representation. The questionnaire includes eight questions on a 1 to 7 scale, which are combined into a mean co-presence score (no sub-scales).

We also measured the participants’ interruption methods preferences, and simulator sickness levels before and after the experience.

**Objective Measures** The temporal gap between the alert for an interruption to a primary task and the user’s interaction with the interrupting content is known as the interruption lag, and the gap between the completion of the interruption interaction and the resumption of the primary task is known as the resumption lag [45].

• **Interaction Overhead**: We measured Interaction Overhead as the sum of the interruption lag and resumption lag. We considered the interruption alert to be when the virtual entities or notifications appeared in front of the user, and in the baseline condition when the experimenter tapped the participant on the shoulder. The primary task of stacking the virtual blocks was considered resumed when the interrupting interaction completed and the user moved a block onto the building platform. The interaction overhead measure provides insights into the effect of the interruption on the user’s task performance.

### 3.3.3 Protocol

**Phase 1 (Training)**: In the first phase, the participants were provided with basic instructions on how to use the HMD and handheld controllers to complete the virtual tasks. These instructions covered basic controls, including using a ray emitted from one of the controllers or directly using the other controller to pick up and place boxes, using the ray to interact with virtual controls, and teleporting. The participants were also instructed on how to enable the Oculus Quest 2’s passthrough camera and given a chance to practice.

**Phase 2 (Experiment Trials)**: In the second phase, participants were tasked with printing virtual blocks and stacking them in certain configurations (see Section 3.2.2). Once during each condition, the experimenter approached them while they were stacking the blocks, and interrupted them to give them instructions for their next task, which varied according to randomized colors and configurations shown in Figure 3. The methods used for these interruptions differed according to the conditions detailed in Section 3.3. The interruptions ended with the experimenter asking the participant to confirm they understood the instructions. If not, the experimenter clarified the instructions. This process repeated for all five conditions in a predetermined, counter-balanced order. When the participants finished all conditions, the VE faded to black and the application exited.

After taking the HMD off, the participants filled out our post-experiment questionnaires. The participants then received a monetary compensation for taking part in this experiment.

### 3.3.4 Hypotheses

Based on the literature in this field and our aforementioned research questions we arrived at the following hypotheses:

- **H1**: The FDA condition will score highest among the General, Awareness, Behavioral Influence, and Plausibility Illusion sub-scales of the CRIQ, followed by PDA, NDA, UIP, and Baseline.

- **H2**: The Baseline and UIP conditions will cause higher drops in virtual task performance compared to the diegetic methods.

- **H3**: The Baseline condition will have the highest associated co-presence scores, the UIP condition will score slightly lower, followed by FDA, PDA, and NDA.

- **H4**: The Baseline will cause a substantial drop on the Place Illusion sub-scale of the CRIQ from before to during and after the interaction, followed by the UIP condition and the diegetic conditions, depending on their level of diegesis.

- **H5**: The FDA condition will be preferred by participants, followed by PDA, NDA, UIP, and the Baseline.

### 4 Results

In this section, we present the results of our experiment. We analyzed the results with a repeated measures ANOVA and Tukey multiple comparisons at the 5% significance level with Bonferroni correction. Degrees of freedom were corrected using Greenhouse-Geisser estimates of sphericity when Mauchly’s test indicated that the assumption of sphericity had been violated. We confirmed the normality assumptions of the parametric analysis methods.
4.1 Subjective Measures

Cross-Reality Interaction  Figure 4 shows the combined results for the first four sub-scales, Figure 5(a) shows CRIQ total score, and Figure 5(d) shows the individual results for the fifth sub-scale, Table 2 shows the ANOVA results for the main effects and Cronbach’s alpha values for the CRIQ sub-scales in parentheses next to each sub-scale, which indicate high internal consistency (cf. [1, 24, 48, 52]), suggesting that the sub-scale items may be combined. The results of our post-hoc tests are shown as part of the plots.

All of our CRIQ sub-scales and the aggregated mean score showed significant main effects of Condition. For the CRIQ mean score, the Baseline, UIP, and NDA showed significantly lower scores than the PDA and FDA conditions. For the General and Plausibility Illusion sub-scales, both the Baseline and NDA conditions showed significantly lower scores than some of the other conditions. For the Awareness and Behavioral Influence sub-scales, both the Baseline and UIP conditions received significantly lower scores than the other conditions. Our results give insights into the different shortcomings of these three methods, which we discuss in Section 5.

We performed a variation of this analysis for the Place Illusion sub-scale as we believe that its individual items deserve special consideration. Additionally to the results shown in Table 2, we analyzed the relative changes in scores from before the interruption to during and after the interruption. For both the Baseline and UIP conditions, we found a significant effect of Condition on the change in the Place Illusion scores from before the interaction to during the interaction (both \( p < 0.001 \)), and from before the interaction to after the interaction (both \( p < 0.001 \)). This indicates that the participants’ place illusion decreased significantly as a result of the cross-reality interruption for the Baseline and UIP conditions, while it showed no noticeable effect for the virtual representation conditions.

Co-Presence  Figure 5(b) shows the pooled results of Basdogan et al.’s Co-Presence Questionnaire for the experiment. Additionally to our five experimental conditions, we also report co-presence scores for the non-interactive virtual agents that were shown as part of the VE. We found a significant main effect of Condition on the co-presence scores, \( F(3.5, 81.2) = 20.36, p < 0.001, \eta^2_p = 0.470 \). The results of our post-hoc tests are shown in the figure. Our results show that the Baseline and UIP conditions received significantly higher scores than the virtual representations and the non-interactive virtual agents. The PDA and FDA conditions scored fairly high as well, but the latter showed less evenly-distributed scores. The NDA condition was the worst in terms of perceived co-presence.

Preferences  The aggregate rankings from most preferred to least preferred were: PDA, FDA, UIP, NDA, and Baseline. The FDA was rated best or second best by 17 out of our 24 participants. The NDA was rated best or second best 12 times. The UIP was rated best or second best 11 times. The NDA and Baseline conditions were rated best or second best each only 5 times, while the Baseline condition was rated worst a total of 11 times. We found a significant main effect of Condition on preference rankings, \( F(2.6, 60.7) = 4.4, p = 0.01, \eta^2_p = 0.160 \). The Bonferroni corrected pairwise comparisons showed no significant effects.

Simulator Sickness  We measured a mean pre-SSQ sickness score of \( M = 8.1 (SD = 16.5) \) before the experiment and a mean post-SSQ score of \( M = 24.9 (SD = 23.3) \) after the experiment. On an absolute scale, these post-SSQ scores indicate a comparatively low/moderate amount of simulator sickness. As expected for an immersive VR experiment, the increase in simulator sickness symptoms was significant, \( r(23) = 3.89, p = 0.001 \).
Figure 5: Results showing: (a) CRIQ-Mean showing total CRIQ scores for the five conditions (higher is better), (b) co-presence scores for the five conditions and also the results for the non-interactive virtual agents on the far right (higher is better), (c) mean interaction overhead indicating the time (in seconds) from the beginning of the interruption to resuming the task (lower is better), and (d) place illusion (PI) sub-scale of the CRIQ showing the scores before (PI1), during (PI2), and after (PI3) the interruption (higher is better). The whiskers indicate post-hoc test results (* p < 0.05, ** p < 0.01, *** p < 0.001). The box plots were generated with SPSS, including the outlier point notation in (a) and (b).

4.2 Objective Measures

Interaction Overhead Figure 5(c) shows the Interaction Overhead results. We found a significant main effect of Condition on interaction overhead, $F(4, 48) = 17.7, p < 0.001, \eta^2_p = 0.435$. The results of our post-hoc tests are shown as part of the plot. Our results show that both the Baseline and UIP conditions resulted in significantly higher delays than the conditions with virtual representations.

5 Discussion

In this section, we summarize the main findings and discuss implications for the use of diegetic or non-diegetic methods during interruptions, while also addressing qualitative feedback we received from our participants, and limitations of our experiment.

5.1 Diegetic Representations Provide Better General User Experience, Awareness, Behavioral Influence, Plausibility, and Task Performance

In partial support of our Hypothesis H1, the seamless virtual avatar representations (FDA, PDA, and NDA) received higher scores in the Awareness and Behavioral Influence sub-scales of the CRIQ, and the diegetic representations (FDA and PDA) received higher scores in General and Plausibility Illusion sub-scales. In partial support of our Hypothesis H2, the seamless conditions also showed the lowest cost of interruption in terms of Interaction Overhead.

When the experimenter interrupted the participants in the Baseline condition, they experienced significantly lower awareness and behavioral influence of the VE than the interaction methods in which they were allowed to keep the HMD on. These results are expected as the participants had to visually and aurally leave the VE in order to interrupt with the experimenter. Also, these interaction methods caused large temporal disruptions in the participants’ task performance—about 20 seconds more than other seamless interaction methods. It is also important to note that the VR user is able to continue working on the task at hand when the interrupter is represented in the VE.

The more abrupt transitions between the physical and virtual environments have more overhead than seamless interactions for several reasons. When doffing and donning the headset, the participant often experiences a need to re-adjust the HMD to ensure it fits properly, a process that is exacerbated if the participant wears glasses. In the UIP method, the notification UI did not provide any information about the experimenter’s location, so the participant experienced additional reorientation steps if they were not already facing in the direction of the experimenter. Also, the participants had to execute a proper double tap on the side of the Oculus Quest 2, which proved difficult for some even after pre-experiment training. However, the Plausibility Illusion scores for the UIP condition were high and similar to the two diegetic avatar conditions, suggesting that all three supported a higher level of synchronicity and interactivity between the physical and virtual environments.

5.2 Diegetic Representations Provide Better Co-Presence than Non-Diegetic Representations, but Less than the Baseline or Passthrough Views

In line with our Hypothesis H3, we found that the Baseline and UIP conditions received the highest scores for co-presence with the interrupter. Several participants mentioned observing the interrupter’s body language and facial expressions as an advantage of these mechanisms. We found no significant difference between these conditions and the fully diegetic avatar condition, but we found support for the partial diegetic and non-diegetic avatar conditions receiving lower co-presence scores. Interestingly, the non-diegetic avatar in the form of the glowing sphere scored the lowest for co-presence, similar to the scores reported for the passive virtual agents that afforded no interaction capabilities. Many participants commented that the sphere was odd, confusing, and made them feel unsafe. Others were unsure of its intentions and thought it might even collide with their block structures, suggesting that since it did not fit with the rest of the VE, it appeared ignorant/unaware of their context.

5.3 Diegetic Representations Allow Continuously High Place Illusion in the Virtual Environment

In line with our Hypothesis H4, we observed a significant reduction in the Place Illusion scores from before to during/after the interruption for the Baseline and UIP conditions. This is interesting as it demonstrates that both the task of doffing and donning the HMD in the Baseline condition as well as the task of switching on and off the passthrough camera view in the UIP condition had a significant effect on the participants’ place illusion that lasted even after the initial break in presence and interaction occurred. These results indicate that the virtual representations and in particular the diegetic ones preserve the highest sense of place illusion between the physical and virtual environments. When considered together with the other CRIQ and co-presence results, this data indicates that interactors’ diegetic avatars afford VR users meaningful interactions in their physical environment, allowing them to maintain a sense of “being there” in the VE when the interaction concludes with no penalty.
5.4 Diegetic Representations are Ranked Highest Among the Cross-Reality Interruption Methods

While the Bonferroni corrected comparisons for the ranking data were not significant, the significant main effect and the qualitative data from the participants’ comments led us to see a potential for future research and explore these findings.

Although we cannot accept our Hypothesis H5, participants more often preferred the diegetic representations, while the Baseline condition was ranked lowest. Interestingly, the participants ranked the partially diegetic avatar higher than the fully diegetic avatar, even though we found no significant differences between these conditions among the CRIQ sub-scales, co-presence scores, or performance results. Regarding the partially diegetic avatar, one participant noted:

“I preferred the outlined avatar... It felt like I was in a video game, and that I was supposed to pay attention to the character because it had something important to say. I preferred that over the regular avatar.”

Several participants shared similar thoughts and indicated that the halo(outline of this avatar made it stand out in the virtual office space because it was clearly separate from the passive virtual humans. Several participants also thought the outline made the avatar more attention-getting and noticeable than the fully diegetic avatar. Regarding the fully diegetic avatar, one participant noted:

“The avatar without the outline was strange. I thought it was just an NPC [non-player character], and I wasn’t sure if it was going to talk to me. I heard the footsteps but wasn’t sure that it was going to approach me since other avatars walked by at different times.”

This confusion, which other participants shared, is possibly explained by related work on VR notifications/interruptions that suggests elements from the physical environment that demand the user’s attention should be marked as different from other virtual scene elements [13]. These comments also align with research on the Uncanny Valley effect in virtual characters [38], where the fully diegetic avatar could be inherently uncanny [7]. This feature was amplified because it served as a communication medium for a physical person but gave no indication that it was separate from the rest of the VE.

Further, it is interesting that despite the technological friction in using the UI with passthrough camera view, participants still ranked it higher than the non-diegetic avatar method. One participant commented on this by saying:

“I liked the passthrough the most because it gave me control over the interaction. It felt like getting an email, and I could control when the task communication update began.”

This comment suggests that giving the interruptee some control over the interruption may reduce its disruptiveness [46]. Another participant noted for the passthrough condition:

“This was my favorite method of interaction because I didn’t have to remove the headset, and I like being able to see the physical body language of the person talking to me. If the passthrough cameras were better (didn’t make it look like I was underwater) it would be perfect for me.”

5.5 Limitations and Future Work

The methods for cross-reality interruptions we compared and evaluated in this experiment showed interesting effects and practical insights for possible applications. However, there are also a few limitations, which may lead to additional study ideas for future work.

One limitation of our experiment is that our avatars were registered to the interrupter’s position, but not to their hand gestures, facial expressions, etc. With additional sensors, or by using image segmentation and classification on the video feed from the passthrough cameras [4], these features could be included, supporting more complex cross-reality interactions without having to remove the HMD. This may also improve the social fidelity of the interaction. Second, our interruptions were rather short and conceptually related to the participants’ primary task. Longer or more disruptive interruptions may cause users to prefer a more substantial break with the VE and thus a less diegetic interruption method than a seamless integration of the interrupter. Third, we did not consider more varied or complex bi-directional interaction between the interrupter and the VR user, which may be worthwhile to explore in future work. Further, we believe it would be informative to examine these interactions from the interrupter’s perspective to more fully understand the social dynamics involved. Examining these considerations could lead to a system that supports a variety of cross-reality contexts.

Additionally, our interruptions were triggered at pre-planned times, which is not how most interruptions occur. A full interruption system needs to detect an interrupting person. There are existing technologies that could achieve this, including the HTC Vive “Knock Knock” [9] and additional algorithms run on an HMD’s camera data. Displaying the interrupting person as a human avatar like in our experiment should generalize to most virtual contexts, but the specific appearance of the avatar needs to be diegetic to diverse and application-specific VEs. For example, a game set in a fantasy world may need to represent an interrupter in non-human ways in order for the interrupter to be diegetic. A deeper qualitative exploration is necessary to more fully understand the user experience and the relationships between the context of the experience (e.g., office, fantasy world, etc.) and different interruption mechanisms (e.g., diegetic vs. non-diegetic representations). Such qualitative analysis is an avenue for future work, as it could inform application developers and creators to identify and specify different interruption mechanisms for different experience contexts in their systems.

It would also be worthwhile to study these interactions in an augmented reality (AR) setting, e.g., where a user is wearing an AR HMD and may be interrupted by the virtual avatar of another user. We hypothesize that the user can benefit from an increased sense of co-presence when similar partially/fully diegetic representations are used to realize the interrupter.

6 Conclusion

In this paper, we described a human-subject study where we compared and evaluated five different diegetic and non-diegetic methods to facilitate brief cross-reality interruptions. Our results show that the diegetic avatar representations led to the highest subjective responses in terms of general user experience, awareness, behavioral influence, plausibility, place illusion and task performance scores, while affording a reasonably high sense of co-presence, high objective task performance, and were ranked highest among the tested methods. Of these, the partially diegetic avatar was ranked highest, with many participants noting that its outline made this virtual representation appear more useful and effective for facilitating the cross-reality interruptions than even our tested fully diegetic avatar condition. We discussed limitations of our study and avenues for future research such as exploring cross-reality AR interactions.
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