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ABSTRACT

Previous research on distance estimation in virtual reality (VR)
has well established that even for geometrically accurate virtual
objects and environments users tend to systematically mis-estimate
distances. This has implications for Social VR, where it introduces
variables in personal space and proxemics behavior that change
social behaviors compared to the real world. One yet unexplored
factor is related to the trend that avatars’ embodied cues in Social
VR are often scaled, e.g., by making one’s head bigger or one’s voice
louder, to make social cues more pronounced over longer distances.

In this paper we investigate how the perception of avatar distance
is changed based on two means for scaling embodied social cues:
visual head scale and verbal volume scale. We conducted a human-
subject study employing a mixed factorial design with two Social
VR avatar representations (full-body, head-only) as a between factor
as well as three visual head scales and three verbal volume scales
(up-scaled, accurate, down-scaled) as within factors. For three dis-
tances from social to far-public space, we found that visual head
scale had a significant effect on distance judgments and should be
tuned for Social VR, while conflicting verbal volume scales did not,
indicating that voices can be scaled in Social VR without immedi-
ate repercussions on spatial estimates. We discuss the interactions
between the factors and implications for Social VR.

Index Terms: Computing methodologies—Computer graphics—
Graphics systems and interfaces—Virtual reality; Human-centered
computing—Human computer interaction (HCI)—Interaction
paradigms—Virtual reality; Human-centered computing—Human
computer interaction (HCI)—HCI design and evaluation methods—
User studies

1 INTRODUCTION

Virtual reality (VR) systems can provide users with a sense of feeling
present in a virtual environment similar to perceiving that environ-
ment in the real world [42]. Modern Social VR setups can further
provide users with embodied representations through one’s avatar
that other users can see and interact with in a shared virtual space.
Such social spaces are highly interesting for a wide range of ap-
plication contexts from entertainment and social gaming to virtual
meetings and distributed work environments [5, 9, 34, 43].

Social VR spaces further provide affordances to developers and
users that do not exist in the real world. Probably the most promi-
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nent example is that one’s virtual avatar body does not necessarily
have to match one’s physical body in terms of its pose, geometry,
appearance, or behavior. While there is some evidence that visually
faithful virtual reconstructions of one’s physical body can foster
more natural social behaviors [50], other strains of research found
that sometimes it is advantageous to deviate from realism even if
such faithful avatars are available. For instance, the Social VR
avatars in Facebook’s Project Horizon [1] are deliberately presented
with slightly enlarged heads, which magnifies their screen space on
low-resolution consumer head-mounted displays (HMDs), allow-
ing users to see each other’s facial expressions even over longer
distances. Recently, Choudhary et al. [10] formally investigated
the effects of such head scales in Social VR on the perception of
facial expressions and Uncanny Valley effects [30], revealing that
people are surprisingly tolerant towards scaled heads and that there
are practical advantages of and uses for such approaches.

Similar to the scaling of visual aspects of users in Social VR, this
approach can also be applied to non-visual aspects such as users’
voices in virtual space. Leaving aside technical reasons, such as
the need for adjustments due to the placement or quality of one’s
microphone or headphones, it is common practice to amplify audio
volumes in Social VR until one can hear each other clearly—a feat
that is not easily replicated in the real world, e.g., when talking to
people with a low natural voice. In the real world, one would need
to move closer to the origin of the sound waves to perceive them
with a higher volume.

However, while there are good reasons for scaling visual and
audio cues in Social VR, less is known about how these change the
social behavior among users. A key advantage of Social VR over
video conferencing or voice chats is that the interlocutors can feel
present and interact with each other in a shared virtual space as if
they were together in a similar space in the real world. Unfortu-
nately, previous research on spatial perception in VR has provided
strong evidence that distances in virtual environments are perceived
differently compared to the real world [28, 37]. This means that not
only are distances to objects and other users in Social VR systemat-
ically underestimated for longer and overestimated for shorter dis-
tances [8], but also that natural proxemics and avoidance behaviors
are changed [3]. What effects scaled visual or audio cues in Social
VR have on top of these yet unsolved hardware and graphics related
perceptual effects is still largely underexplored and ill-understood.

In this paper, we present a human-subject study in which we
formalized and evaluated the effects of two means for scaling em-
bodied social cues: visual head scale and verbal volume scale. For
different distances from social to far-public space, we compared two
Social VR avatar representations (full body, head-only) as well as
three visual head scales and three verbal volume scales (up-scaled,
accurate, down-scaled). The results of our study provide insights for
our main research questions:

• RQ1: Is interpersonal distance perception in Social VR af-
fected by scaled embodied visual cues (visual head scale)?

• RQ2: Is interpersonal distance perception in Social VR af-
fected by scaled embodied audio cues (verbal volume scale)?



• RQ3: Do the effects of scaled embodied cues on distance
perception depend on users’ Social VR avatar representation
(from full-body to head-only)?

This paper is structured as follows. Section 2 discusses related work.
Section 3 describes the experiment. Section 4 presents our results
and Section 5 discusses our findings. Section 6 concludes the paper.

2 RELATED WORK

In this section, we present related work on distance estimation in
VR and methods for assessing distance perception in the scope of
Social VR.

2.1 Distance Perception in Virtual Reality
VR display setups can provide users with a highly realistic impres-
sion of a computer-generated three-dimensional virtual environment.
In particular in Social VR, a compelling immersive experience and
an accurate perception of sizes, distances, and spatial interrelations
are highly important to afford natural spatial interactions between
users and their environment. For Social VR, distance perception
defines users’ proxemics behavior among users and their environ-
ment. In Hall’s structure of proxemics, the space around a person
can be divided into intimate (up to 0.46 m), personal (up to 1.22 m),
social (up to 3.7 m), and public space ranges [21]. In both the real
world and in Social VR, it is common that people feel uncomfortable
when another person enters their intimate or personal space, and
they choose to maintain socially and culturally defined distances
from one another [23]. Distance perception also governs users’ lo-
comotion behavior. For example, Bailenson et al. found that users
allowed more space between them and an avatar when approaching
the avatar from the back compared to the front [4]. Similarly, Sanz
et al. demonstrated that when given an obstacle avoidance task with
virtual objects and humans, VR users respected the personal space
of virtual humans and maintained a significantly longer distance
from them than from inanimate objects [3].

Modern real-time rendering systems offer most of the spatial
visual cues we can find in the real world, including perspective,
interposition, lighting, and shadows [45]. However, distance and size
perception were repeatedly found to be non-veridical in VR, meaning
that users tend to overestimate or underestimate spatial relations—
often by magnitudes of 50% or more [28, 46]. Many hardware and
graphics related factors influencing a user’s spatial perception in VR
have been isolated over the last decades, but holistic theories and
practical remedies remain elusive [12, 25, 37, 51].

In the real world, humans use a variety of visual and audio depth
cues to perceive distances: pictorial cues such as occlusion, relative
size, relative density, height in the visual field, aerial perspective,
and non-pictorial cues such as motion parallax, convergence and ac-
commodation, and binocular disparity [13], as well as audio volume
and sound reverberations due to humanly discernible characteristics
of the mechanics of sound wave propagation, in particular when
people are talking in social settings. Several of these cues can be
reliably transduced into immersive VR, but there are limitations
for some of them due to limitations in the capabilities and fidelity
of current-state VR setups. For example, researchers have found
that field of view restrictions, added weight, rendering quality of
pictorial depth cues, and the vergence-accommodation conflict af-
fect distance perception with HMDs [37]. Moreover, VR hardware
and software are not yet capable of rendering fully accurate audio
sources and interactions [39], which may lead to distance misper-
ception. In fact, Serafin et al. and Nielsen et al. have successfully
used this misperception to redirect the movement and attention of
participants [31, 40]

In this paper, we focus on modern peculiarities of Social VR
environments and investigate how two methods to scale visual and
audio signals impact distance perception. In particular, we look at

visual head scaling, which denotes a computer graphics approach to
usually up-scale the heads of virtual characters (sometimes called
“big heads”) to make them more visible on low-resolution displays
or over longer distances [18]. Similarly, we also look at verbal
volume scaling, which is commonly used in Social VR to amplify
voices to be heard over a longer distance than they would usually be
perceptible [24].

2.2 Assessing Distance Perception
A person’s egocentric distance perception cannot be directly ob-
served, so researchers have developed multiple methods for assess-
ing perceived distances [37]. Straightforward verbal estimates are
commonly used, but this method incorporates the participants’ po-
tentially biasing cognitive influences rather than relying solely on
perceptual faculties [28] and results in high variance [35]. For ex-
ample, if participants are asked to estimate the distance between
their position and an avatar, they may use one of its body parts as a
reference before making their estimate. However, if the body part
changes size or is subjected to some other manipulation in VR, the
reference becomes unreliable and their cognitive estimation process
is affected. Loomis and Philbeck showed that participants were
able to accurately verbally assess near distances, but they tend to
underestimate farther ones [29] .

Another assessment methodology, perceptual matching, asks par-
ticipants to consider a reference object when estimating the distance
to a target object [41]. Depending on the implementation of the
method, participants manipulate the reference object or use it as a
purely visual aid to determine the distance to the target. Perceptual
bisection, a variation of perceptual matching, involves adjusting
the position of the reference object until it is halfway between the
participant and the target object [6]. Loomis and Philbeck argue that
the perceptual matching method reduces biases caused by human
cognition [11, 29, 36].

The most common category of distance estimation methods lever-
ages visually directed actions. In this methodology, the participant
usually first observes their egocentric distance to a virtual object,
after which they close their eyes or are blindfolded. They are subse-
quently tasked to perform a physical action to indicate the distance
at which they perceive the object from them. The actions may in-
clude reaching, throwing, walking, or pointing. In blind walking,
participants are tasked with walking straight toward the remembered
location of the target object [28]. In blind triangulated walking, the
participant turns an oblique angle to the target object and walks a few
steps before turning back to the direction in which they remember
the target object to be located. These actions yield a side and an
angle of a triangle, which can be used to compute the perceived
distance to the object. A variant of this method is blind triangulated
pointing, where users usually take a few side-steps before pointing
with their arm towards the remembered location of the target ob-
ject [8]. Visually directed actions are useful because researchers
can directly infer the participants’ perception of distance from their
proprioceptive and kinesthetic systems [27]. Previous results suggest
that these approaches are highly accurate up to at least 10 meters
[8, 27, 28].

Due to spatial constraints at our lab, and for these reasons, we
decided to perform both verbal estimates and blind triangulated
pointing for embodied distance responses, but no blind walking.

3 EXPERIMENT

In this section, we describe the experiment that we conducted to
analyze the perception of Social VR avatar distances with scaled
social cues by changing the visual head scale and verbal volume
scale along with two avatar representations (full-body and head-
only). In the different trials, participants saw a male avatar standing
in front of them, while they could hear the avatar speaking with a
lab member’s normal speaking voice.



(a) Full body representation (b) Head only representation

Figure 1: Social VR avatars with different visual head scales used in the experiment: (a) full-body and (b) head-only avatar with, from left to
right, up-scaled visual head (2×), accurate head scale (1×), and down-scaled visual head (0.5×)

3.1 Participants
After initial pilot tests, we estimated the effect size of the expected
strong effects, and based on a power analysis, we decided on recruit-
ing the number of participants from our university community. In
the end, 38 participants took part in our experiment (28 male and 10
female; ages between 18 and 32, M = 21.82 SD = 3.56). All of the
participants had normal or corrected-to-normal vision, while eight
wore glasses and three wore contact lenses during the experiment.
None of the participants reported any known visual or vestibular
disorders that were not corrected, such as color or night blindness,
dyschromatopsia, or a displacement of balance. The participants
were either students or non-student members of our university, who
responded to open calls for participation, and received monetary
compensation for their participation.

3.2 Material
For our study, we used an Oculus Rift S HMD, which we connected
to a graphics workstation (Intel Core i7-7820HK CPU @ 2.90 GHz,
32GB RAM, NVIDIA GTX 1070 graphics card, Windows 10 Pro).
The workstation was used by the experimenter to run the rendering
and logging software and monitor the participant’s view and activi-
ties in the VR environment. The HMD provided a 110 degree field of
view, and had a resolution of 1280×1440 pixels per eye at a refresh
rate of 80 Hz. During the experiment, participants were standing in
a marked location on the floor in our lab, wearing the HMD, while
they were instructed to hold an Oculus Touch controller in their
dominant hand. This controller was used to advance experiment
trials and for the blind triangulated pointing task described below.

To investigate participants’ distance perception with Social VR
avatars, we prepared a virtual hallway space (see Figure 1) in the
Unity game engine (version 2019) in which two avatars appeared at
different distances from participants under different social scaling
conditions. For the Social VR avatar in our study, we chose a rigged
and animated life-size 3D male virtual human model (1.8 meters tall)
from Mixamo (see Figure 1) with a neutral idle standing animation.
The virtual hallway had the dimensions 5 m (width) × 3 m (height)
× 15 m (length), which consisted of subtlety textured curtains and
a floor below, rendered with the “Lit” shader in Unity. We decided
on this limited-cue environment to provide a comparable stimulus
as used in related studies [7, 8, 47]. For our verbal audio stimulus,
we had a member of our lab record his voice in high fidelity while
reading at his natural speaking volume from an article, which we
looped.

3.3 Methods
3.3.1 Study Design
We used a 2×3×3×3 mixed factorial design. Our between-subject
variable was body type and our within-subject variables were visual

head scale, verbal volume scale and distance. The variables are
described below.

• Body Type (2 levels): We tested two different body representa-
tions for the avatar’s body. We decided on the extremes among
current Social VR setups.

– Full-Body: A full-body avatar representation is shown to
the participants. This representation is often used by Social
VR setups with full-body tracking.

– Head-Only: Only the avatar’s head is shown to the partici-
pants. This representation is often seen in Social VR setups
with head-only tracking.

• Visual Head Scale (3 levels): We decided to test three different
head scales, which were scaled to match three relative distances
with respect to the avatar’s current distance.

– Accurate: This is the normal head scale of the avatar, cali-
brated to match human proportions.

– Up-scaled: The head is up-scaled to a size that matches the
visual angles subtended by a normal-scaled head that is 2
meters closer to the participant.

– Down-scaled: The head is down-scaled to a size that
matches the visual angles subtended by a normal-scaled
head that is 2 meters farther away from the participant.

We tested three target distances d ∈ {3,5,7} in meters. For each
distance, the agent’s head was scaled with one of three ratios
r ∈ R, depending on the three experimental conditions (accurate,
up-scaled, down-scaled).

r =


1, if accurate

d
d−2 , if up− scaled

d
d+2 , if down− scaled

The agent’s head scale was computed by multiplying the ratio r
with the agent’s default head scale. Effectively, this scaled the
head size to that of an agent that was standing at that distance
(accurate), 2 meters closer (up-scaled) or 2 meters farther away
(down-scaled).

• Verbal Volume Scale (3 levels): We decided on three different
volumes for our verbal audio stimulus which matched three rel-
ative distances with respect to the avatar’s distance. Therefore,
we used Unity’s default logarithmic volume roll-off algorithm
without reverberation.

– Accurate: The verbal volume is calibrated to match the
distance of the avatar.



Figure 2: Three avatar distances (3, 5, and 7 meters) tested in the
experiment according to Hall’s Proxemics Theory [22].

– Up-scaled: The verbal volume is increased to match that of
a person talking 2 meters closer to the participant.

– Down-scaled: The verbal volume is decreased to match
that of a person talking 2 meters farther away from the
participant.

• Distance (3 levels): For the experiment, the avatar appeared at
three different distances. We followed Hall’s Proxemics The-
ory [22] with the choice of our avatar distances (see Figure 2).

– 3 meters: The avatar is located in social space.

– 5 meters: The avatar is located in near-public space.

– 7 meters: The avatar is located in far-public space.

Each participant only experienced one body type, which we decided
on for improved external validity, considering that current Social
VR setups tend to foster uniformity among the body type of avatar
representations. A total of 20 participants experienced the head-only
conditions and 18 participants experienced the full-body conditions.

3.3.2 Distance Measurement Protocols
We used two measurement protocols to assess participants’ per-
ception of the distance to the Social VR avatars in the different
conditions of this experiment. The protocols were chosen to capture
both verbal and proprioceptive responses, which are among the most
common approaches (see Section 2) and give insights into cognitive
and perception-action responses to the stimuli.

Blind Triangulated Pointing: Participants had to judge the
distance to the seen avatar using the method of blind triangulated
pointing, which we adapted to the configuration of our setup. Similar
to previously introduced procedures [8, 16, 27], participants held a
controller in their dominant hand as they observed the target. A
colored red ray was protruding from the controller in the virtual envi-
ronment. At the beginning of each trial, participants were instructed
to hold out their arm and point the ray straight at the avatar that is
shown in front of them. When participants felt ready to judge the
distance to the target, they had to close their eyes, trigger the button
of the controller to fade the rendered scene to black and removing
the ray on the HMD, take two steps to the right, and point the con-
troller at the target (see Figure 3). Participants were instructed to
point at the target as accurately as possible while performing the

side stepping at a reasonable speed to reduce effects of decreased
precision caused by changes in the remembered position of the target
over time [32]. Participants received no feedback about their point-
ing accuracy in order to minimize the effects of perception–action
motor recalibration in the response method while assessing distance
perception. Participants were trained on how to perform this task
prior to the experiment trials.

Verbal Distance Estimation: Participants judged the distance
to the avatar in the different conditions by looking at the target in
front of them and speaking out loud how far away they believe it is
from them. We did not impose time constraints on the participants
but asked them to judge the distance once they felt ready. The
verbal estimates were recorded by the experimenter in either feet or
meters based on each participant’s preference. For the analysis, we
converted all responses to meters.

3.3.3 Procedure

As participants arrived, the experimenter greeted and handed them an
informed consent form. Once they agreed to participate in the study
by giving their consent, the experimenter asked them to fill out the
Simulator Sickness Questionnaire (SSQ) [26] to measure their pre-
experiment sickness symptoms. The experimenter then introduced
the study, where the participants will estimate the distance to a Social
VR avatar standing at different distances, while hearing an audio loop
of the avatar speaking. The experimenter also explained that they
will experience some visual and audio changes while performing
the distance estimation tasks throughout the experiment. However,
the methods and conditions were not disclosed to the participants.
Participants then donned the Oculus Rift S HMD, on which they
could see the avatar standing in a virtual hallway facing towards them.
Each participant either saw the full-body or head-only representation
of the avatar (between-factor). During each trial, participants judged
distances first via the verbal estimation method, followed by the
blind triangulated pointing method as described above.

We did not restrict the participants’ head movements. They were
allowed to freely move their heads vertically and laterally which
allowed them to scan the environment and look at the floor. This
matches the unconstrained settings of Social VR spaces. In particu-
lar, the following depth cues were available to participants: pictorial
cues such as, relative size, height in the visual field, and non-pictorial
cues such as motion parallax, convergence and binocular disparity.

Before the experiment trials started, we included a practice ses-
sion so that the participants had a chance to get acquainted with the
two distance estimation methods. During the practice session, the
avatar was standing at four meters in front of the participant without
any visual/audio scaling. Once the participants were ready, they
proceeded to the experimental trials. We varied the experiment con-
ditions randomly according to the factors described in Section 3.3.1.

In total, each participant experienced 27 main trials in randomized
order. However, to reduce any potential learning effects among the
three distances (3, 5 and 7 meters), we included 18 additional trials
between each three main trials, where we showed two randomly
chosen intermediate distances (4–6 meters) that did not occur in the
main trials. We excluded these from the analysis. After completing
30 trials, participants were given a 5–10 minute break.

Once they completed all trials, they were asked to complete the
post-experiment SSQ questionnaire for simulator sickness, as well
as the Slater-Usoh-Steed presence questionnaire [48] and the co-
presence questionnaire by Garau and Slater [17]. The presence
questionnaires were included to assess participants’ overall sense of
feeling present in the virtual environment as well as their feelings of
co-presence with the avatars. Before ending the study, participants
further completed a debriefing questionnaire, which asked them
about their general preferences and reasoning behind their estimated
distances, followed by a demographics questionnaire. The study



(a) (b)

Figure 3: Annotated photos showing a participant performing the
blind triangulated pointing task in the laboratory setup wearing the
Oculus Rift S HMD and pointing at the virtual target with the Oculus
Touch controller.

ended with a monetary compensation. The study protocol was
approved by our university’s institutional review board.

4 RESULTS

In this section, we present the results of the experiment. We high-
light the significant results and go into detail on the findings for
the two social cue scaling methods. All results were normally dis-
tributed according to QQ plots and a Shapiro–Wilk test at the 5%
level. We analyzed the results with a mixed ANOVA and Tukey
multiple comparisons at the 5% significance level with Bonferroni
correction. Degrees of freedom were corrected using Greenhouse-
Geisser estimates of sphericity when Mauchly’s test indicated that
the assumption of sphericity had been violated.

Avatar Body Type: Figure 4 shows the pooled results for the
two avatar representations. We found a significant main effect of
body type on distance judgments both for the triangulation distance
measure, F(1,36)= 6.22, p = 0.017, η2

p = 0.147, as well as for the
verbal distance measure, F(1,36)= 5.90, p = 0.02, η2

p = 0.141. This
result is not unexpected, based on the previous literature on distance
perception in VR [37], considering that head-only avatar repre-
sentations provide fewer depth cues compared to full-body avatar
representations. On average, participants underestimated distances
for the full-body avatar representation by −5.5% (SD = 1.7%) for tri-
angulation responses and −30.1% (SD = 1.5%) for verbal responses.
In comparison, on average, participants overestimated distances for
the head-only avatar representation by +23.2% (SD = 2.5%) for tri-
angulation responses and +5.0% (SD = 3.2%) for verbal responses.

Avatar Distance: We found a significant main effect of the
avatar’s distance on distance judgments both for the triangulation
distance measure, F(1.52,54.61)= 148.94, p< 0.001, η2

p = 0.805,
as well as for the verbal distance measure, F(1.03,37.08)= 84.87,
p< 0.001, η2

p = 0.702. This result was expected: participants esti-
mated longer distances for avatars that were farther away, meaning
that the system worked properly.

4.1 Head-Only Avatars
Figure 5 shows the pooled results for the head-only avatar represen-
tations. The x-axes show the three avatar distances, and the y-axes
show the judged target distances. The gray diagonal line indicates
expected results for veridical distance judgments. The colored lines
show the distribution of judged distances in the different conditions.

We found a significant main effect of visual head scale on distance
judgments for the triangulation distance measure, F(2,38)= 15.03,
p< 0.001, η2

p = 0.442, as well as for the verbal distance mea-
sure, F(1.08,20.50)= 67.67, p< 0.001, η2

p = 0.781. Post-hoc tests
showed significant differences between each two visual head scales
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Figure 4: Pooled responses for the two avatar body types in the
experiment for the three visual head scales. The y-axes show the
relative judged distances using the (a) triangulation method and (b)
verbal method. The relative distances are computed by dividing the
estimated distances by the actual distances. Hence, values close to
1 indicate accurate distance estimates, while values > 1 indicate
distance overestimation and < 1 distance underestimation. The
vertical error bars show the standard error of the mean.

(all p< 0.002), except between up-scaled and accurate scales
(p = 0.76) for triangulation responses, suggesting that “big heads” as
used by Facebook’s Project Horizon have less of an effect on dis-
tance estimation than down-scaled heads. This applies in particular
to distances of five meters or more, which is where Choudhary et
al. [10] found the biggest benefits of big heads for Social VR in terms
of an improved perception of social cues like facial expressions.

We found no significant main effect of verbal volume scale
on distance judgments for the triangulation distance measure,
F(2,38)= 0.56, p = 0.58, η2

p = 0.029, nor for the verbal distance
measure, F(2,38)= 2.73, p = 0.08, η2

p = 0.126. However, the trend
in the results for verbal responses suggests that further experimenta-
tion with an increased participant sample may show a small effect
of verbal volume scales on distance estimates. Overall, the results
indicate that verbal volumes had no strong effects on distance esti-
mation, suggesting that voices can be scaled in Social VR without
having to worry about degraded distance estimation.

We found no interaction effects between any of the independent
variables except between verbal volume scale and the avatar’s dis-



tance for verbal responses, F(4,76)= 3.09, p = 0.021, η2
p = 0.140,

indicating that participants’ tendency to verbally overestimate dis-
tances was aggravated the farther the avatar was away from them.

4.2 Full-Body Avatars

Figure 6 shows the pooled results for the full body avatar representa-
tions. The x-axes show the avatar distances, and the y-axes show the
judged target distances. The colored lines show the distribution of
judged distances in the different conditions.

We found no significant main effect of visual head scale
on distance judgments for the triangulation distance measure,
F(2,34)= 3.16, p = 0.055, η2

p = 0.157, nor for the verbal distance
measure, F(2,34)= 1.62, p = 0.21, η2

p = 0.087. However, the trend
in the results for triangulation responses suggests that an increased
participant sample may show a small effect of visual head scales
on distance estimates. Compared to the results for head-only avatar
representations, the results for full-body avatars indicate that dis-
tance estimates were largely not or less affected by the scaling of the
avatar’s head. The results suggest that benefits related to the findings
of Choudhary et al. [10] for scaled cues in Social VR can be gained
for full-body avatars without negative effects on distance estimation.

We found no significant main effect of verbal volume scale
on distance judgments for the triangulation distance measure,
F(2,34)= 0.23, p = 0.79, η2

p = 0.014, nor for the verbal distance
measure, F(2,34)= 1.13, p = 0.34, η2

p = 0.062. Similar to the re-
sults for head-only avatars, our results consistently indicate that
verbal volumes had no discernible effect on distance estimation,
suggesting that voices may be scaled in Social VR without degraded
distance estimation.

We found no interaction effects between any of the indepen-
dent variables except between verbal volume scale and the avatar’s
distance for triangulation responses, F(4,68)= 2.57, p = 0.046,
η2

p = 0.131.

4.3 Questionnaires

We measured a mean pre-SSQ sickness score of M = 14.5
(SD = 27.7) before the experiment and a mean post-SSQ score of
M = 53.5 (SD = 57.9) after the experiment. On an absolute scale,
these post-SSQ scores indicate a low amount of simulator sick-
ness. The increase in simulator sickness symptoms was significant,
t(37) = 3.92, p< 0.001.

The mean Slater-Usoh-Steed questionnaire score for participants’
sense of presence in the virtual environment was M = 4.1 (SD = 0.76),
which suggests a reasonably high level of presence [48].

The mean score for the reported sense of feeling co-present in the
virtual environment was M = 3.7 (SD = 0.94) for the full-body avatar
and M = 3.6 (SD = 0.87) for the head-only avatar for the co-presence
questionnaire by Garau and Slater [17]. These scores indicate a high
sense of feeling co-present in the virtual environment.

5 DISCUSSION

In this section, we refer back to our initial research questions (see
Section 1) and summarize the main findings of our study. We discuss
implications of the two body representations with scaled embodied
cues on distance perception in Social VR, while also addressing
limitations of our experiment.

5.1 Scaling of Visual Embodied Cues Changes Interper-
sonal Distance Estimation

In response to RQ1, we found that our tested visual head scales
had a significant and strong effect on distance estimation for head-
only avatar representations. The effects were straightforward in that
participants judged a larger head to be closer and a smaller head to be
farther away. While the magnitude of these effects differed between

triangulated and verbal responses, together with the inherent biases
of these response methods, both showed the same relative effects.

This finding is likely a result of a phenomenon called size con-
stancy in perceptive psychology [33], indicating that humans per-
ceive an object as having a fixed size, despite it being projected onto
a larger or smaller area of our retina. In other words, an increased or
decreased retinal size of a known object is usually not perceived as a
change in its scale but rather as a change in its distance from the ob-
server. While retinal size is not the only cue for distance perception,
it is known to dominate other depth cues when they are in conflict,
such as accommodation, convergence, or binocular disparity. This is
in particular the case for stereoscopic display environments due to
their inherent vergence-accommodation conflicts [8].

Our finding that visual head scales in Social VR can strongly
affect the perceived distance to head-only avatars indicates their
practical importance for such spaces. Our results show that designers
and practitioners working with head-only avatars in Social VR need
to carefully consider how they want to scale their avatar heads. Up-
scaled or down-scaled head sizes could in fact “correct” distance
overestimation or underestimation effects that are inherent to the
VR technology used (see Figure 4). On the other hand, practitioners
should aim to avoid unintentional effects on distance perception by
limiting the amount of head scaling.

In contrast to our results for head-only avatars, we found no
observable effect of visual head scales on full-body representations.
Due to the missing body parts for the head-only avatars, participants
were not able to make relative size comparisons for the scaled head
conditions—potentially leading to overestimation. The shift towards
overestimation for our head-only avatars is in line with previous
work on distance estimation with floating objects [38], but seems to
imply a higher magnitude, which may be related to the known size
cues of the human body parts in this experiment. While testing with
a larger study population might reveal small/moderate effects related
to such scaling, we did not find any strong effects as for head-only
avatars. This is quite a positive finding for designers in Social VR
as it implies that “big head” methods based on full-body avatars
like those employed by Choudhary et al. [10] or Facebook’s Project
Horizon can be applied without having to worry about negative
repercussions of such head scalings on distance perception.

5.2 Scaling of an Avatar’s Verbal Volume Levels in So-
cial VR has no Discernible Effect on Interpersonal
Distance Estimation

Regarding RQ2 we can say that the tested audio volumes of the
avatars’ verbal cues had no noticeable effect on our results. We
cannot rule out that audio volumes may affect distance estimation
in other scenes or situations [2, 14, 15], such as in Social VR “in
the dark,” but our results are in line with the literature in that we
found that visual distance cues tend to dominate audio cues when
they are in conflict [19, 20, 44, 49], which was true at least for the
verbal audio cues we tested in our Social VR setup.

This is quite a positive result for practitioners in Social VR as it
implies that audio volumes can be scaled without negative effects on
distance estimation. However, we would like to acknowledge that
we only tested audio cues from a single avatar in the virtual envi-
ronment. For follow-up studies, it would be informative to look at
spatial constellations of multiple avatars, each speaking at their own
volume to fully understand if one may scale their volume levels in-
dependently or has to match relative volume differences in line with
their constellations. Hearing two avatars speak at different volumes
may provide important distance cues related to their interposition.

5.3 Effects of Interpersonal Distance Estimation De-
pend on Social VR Avatar Representations

In response to RQ3, as already alluded to in the discussion above,
we can say that our distance estimation results depended strongly on



Actual Distance (in m)

11109876543210

Tr
ia

n
g

u
la

te
d

 E
st

im
at

e
d

 D
is

ta
n

ce
 (

in
 m

)

11

10

9

8

7

6

5

4

3

2

1

0

Down-Scaled
Accurate
Up-Scaled

Visual Head Scale

Head-Only

(a) Triangulation Measure — Visual Head Scaling

Actual Distance (in m)

11109876543210

V
er

b
al

 E
st

im
at

ed
 D

is
ta

n
ce

 (
in

 m
)

11

10

9

8

7

6

5

4

3

2

1

0

Down-Scaled
Accurate
Up-Scaled

Visual Head Scale

Head-Only

(b) Verbal Measure — Visual Head Scaling

Actual Distance (in m)

11109876543210

Tr
ia

n
g

u
la

te
d

 E
st

im
at

e
d

 D
is

ta
n

ce
 (

in
 m

)

11

10

9

8

7

6

5

4

3

2

1

0

Down-Scaled
Accurate
Up-Scaled

Verbal Volume Scale

Head-Only

(c) Triangulation Measure — Verbal Volume Scaling

Actual Distance (in m)

11109876543210

V
er

b
al

 E
st

im
at

ed
 D

is
ta

n
ce

 (
in

 m
)

11

10

9

8

7

6

5

4

3

2

1

0

Down-Scaled
Accurate
Up-Scaled

Verbal Volume Scale

Head-Only

(d) Verbal Measure — Verbal Volume Scaling

Figure 5: Pooled responses for the head-only avatar body type in the experiment. The x-axes show the three tested avatar distances. The y-axes
show the judged target distances for (a+c) the triangulation distance measure and (b+d) the verbal distance measure, respectively. The colored
lines show the distribution of judged distances for the different scaling methods for (a+b) visual head scales and (c+d) verbal volume scales,
respectively. The vertical error bars show the standard error of the mean.

the avatar representation, in particular for visual head scales. The
two tested extremes of avatar body representations (head-only and
full-body) did indeed show different results.

A limitation of our study is that we did not sample and test the
intermediate levels between these extremes. We tested head-only
representations because these are common among low-cost HMD se-
tups with head-only tracking, and we tested full-body representations
because these are common among professional full-body-tracked
HMD setups. On the range from head-only to full-body avatars,
there are more versions like “head and hands,” which are charac-
terized by a tracked HMD and hand-held controllers, or “head and
hands and torso,” such as Facebook’s Project Horizon, where the
torso is not tracked but presented as a virtual reference to ground the
movements of the head and hands around a centered torso object.
Based on our results for the extremes, what we expect to see is a

gradual interpolation of the distance estimates at the intermediate
levels. It stands to reason that the more embodied cues are avail-
able, the more accurate distance estimation may be. However, these
assumptions should be verified in future work.

While not commonly the case in Social VR at the moment, we
would also like to point out that it is possible to scale other body
parts than one’s head, such as one’s hands, which may prove useful
similar to up-scaled heads. Related cue conflicts should be carefully
analyzed.

6 CONCLUSION

In this paper we analyzed human perception of avatar distance in
Social VR with a controlled human-subject study. We compared
two Social VR avatar representations, three visual head scales, and
three verbal volume scales at different distances from social space
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Figure 6: Pooled responses for the full-body avatar body type in the experiment. The x-axes show the three tested avatar distances. The y-axes
show the judged target distances for (a+c) the triangulation distance measure and (b+d) the verbal distance measure, respectively. The colored
lines show the distribution of judged distances for the different scaling methods for (a+b) visual head scales and (c+d) verbal volume scales,
respectively. The vertical error bars show the standard error of the mean.

to far-public space. Our results show that visual head scale had a
significant effect on distance judgments, which differed for the tested
avatar representations, indicating that Social VR environments need
to weight off their effects on users. We also found that verbal volume
scales did not have a noticeable effect on distance judgments, which
leads us to suggest that voices in Social VR can be scaled without
immediate repercussions on spatial estimates.

In future work, we believe it would be informative to extend these
results to less controlled interactive experiences involving social
behavioral dynamics, such as groups of Social VR users mixing and
mingling in a shared virtual space. We hypothesize that scaled visual
cues, in particular scaled heads, will change how much personal
space users maintain from one another, which would be informative
for the design of virtual meeting spaces, their size and structure,
as well as constraints when designing avatar representations for

professional Social VR spaces.
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