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ABSTRACT

Due to the additive light model employed by most optical see-through head-mounted displays (OST-HMDs), they provide the best augmented reality (AR) views in dark environments, where the added AR light does not have to compete against existing real-world lighting. AR imagery displayed on such devices loses a significant amount of contrast in well-lit environments such as outdoors in direct sunlight. To compensate for this, OST-HMDs often use a tinted visor to reduce the amount of environment light that reaches the user’s eyes, which in turn results in a loss of contrast in the user’s physical environment. While these effects are well known and grounded in existing literature, formal measurements of the illuminance and contrast of modern OST-HMDs are currently missing. In this paper, we provide illuminance measurements for both the Microsoft HoloLens 1 and its successor the HoloLens 2 under varying environment lighting conditions ranging from 0 to 20,000 lux. We evaluate how environment lighting impacts the user by calculating contrast ratios between rendered black (transparent) and white imagery displayed under these conditions, and evaluate how the intensity of environment lighting is impacted by donning and using the HMD. Our results indicate the further need for refinement in the design of future OST-HMDs to optimize contrast in environments with illuminance values greater than or equal to those found in indoor working environments.
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1 INTRODUCTION

Optical see-through head-mounted displays (OST-HMDs) provide the means to present augmented reality (AR) visual information to users, e.g., by projecting light onto a surface which is then reflected into the user’s eyes. This is known as an additive light model because the display adds light on top of the existing light reaching the user from their physical environment [1]. A known problem with this type of display method is that when the user is in particularly bright environments, such as outdoors during the day, then the virtual imagery on the display tends to lose contrast in relation to the environment [1]. In bright environments, such as outside in direct sunlight, the virtual imagery may not even be visible to the user at all (see Figure 1).

Because of this inherent challenge of OST-HMDs, the majority of such displays incorporate a visor with a neutral density filter into their design, which slightly dims the physical environment and often results in increased contrast between the environment and AR imagery for users. While such a visor helps increase contrast in a variety of use cases, it can be problematic in dimly lit environments because the overall contrast of light and dark objects in the physical environment is reduced. This means that users may not be able to distinguish between low contrast physical objects while wearing the HMD, in a manner similar to wearing sunglasses at night.

While these problems are well known by users of OST-HMDs, AR is becoming more important to a wide array of domains and applications [16, 29], and it is important to understand exactly when these reduced contrast scenarios occur and what type of physical objects and virtual imagery are affected by them. To our best knowledge, these effects have not been quantified on current generation HMDs, so in this paper, we present a study in which illuminance measurements are made under varying environment
In this section, we provide a brief overview of human visual perception in terms of contrast sensitivity and we present a summary of related work that involved reduced-contrast AR scenarios. For more in-depth reading on the human visual system and physiology of the eye from the ground up, we recommend referring to the online text by Stangor and Walinga [28].

### 2.1 Human Visual Contrast Sensitivity

In the field of human visual perception, the ability of a person to distinguish a physical stimulus is typically based on the size and contrast of the stimulus compared to the environment. Distinguishing a visual stimulus based on its size is typically referred to as visual acuity and well-covered in the existing literature [4, 12, 18].

Contrast sensitivity is typically defined as a person’s ability to distinguish a visual stimulus based on the differences in luminance between it and its environment [26, 27]. One way to calculate the contrast of basic visual stimuli is Michelson’s contrast, which is characterized by the following equation, where $I_{\text{min}}$ is the luminance of the stimulus (which is typically black) and $I_{\text{max}}$ is the luminance of the background (which is typically white):

$$\text{Michelson Contrast: } \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}$$

While this contrast can be measured using specialized light meters, there are multiple psychophysical tests to measure users’ sensitivity to such contrasts. An example is the sine wave grating test, in which sine wave grating patterns are presented to the subject at varying contrast levels, spatial frequencies, and direction, where subjects are tasked to identify the direction of the gratings (typically either vertical or horizontal). Contrast level is quantified as a ratio between the color of the sine pattern and the background behind it, and is varied by displaying the sine wave pattern to the user in different shades of grey, where darker shades offer more contrast than lighter shades. Spatial frequency can be thought of as size, and is quantified in cycles per degree of visual angle. It is similarly varied by increasing the amount of repeated sine wave patterns found in the set area that is presented to the subject.

When a person’s contrast sensitivity levels and spatial frequency levels are plotted on the axes of a figure in logarithmic scale, then the resulting graph of the person’s contrast sensitivity function typically takes on the form of an inverted letter ‘U’ (see Figure 2). This shape is expected, as the stimulus is more difficult to identify when contrast is low, as there is little difference in color between the sine grating and the background, or when the spatial frequency is high, as there is little separation between repeated wave patterns on the stimulus.

Visual stimulus that falls outside a person’s contrast sensitivity function can be dealt with in two different manners, either by increasing the spatial frequency (e.g., its size), or by increasing the contrast. However on OST-HMDs, screen space is valuable due to the limited field of view on most devices. Because of this, increasing lighting conditions using both the Microsoft HoloLens 1 and its successor, the HoloLens 2.

Our results indicate that while the HoloLens 2 outperforms the HoloLens 1 in terms of illumination and contrast, both HMDs achieve their best results in low-light environments, achieve sub-optimal results in the range of lighting conditions in which most indoor work occurs (between 100 and 1000 lux), and are practically unusable in outdoor environments with lighting levels greater than 10,000 lux.

These results indicate the need for further refinement in the design of OST-HMDs to achieve better contrast ratios in common lighting conditions. They also highlight the importance of measuring environment illumination in AR research in order to understand what exactly the users of the OST-HMD will be experiencing. Unfortunately contrast issues will likely take several iterations of consumer OST-HMDs to resolve, however in the meantime, this paper’s main contribution is its ability to serve as a convenient reference for future research involving these HMDs where the contrast ratio of the virtual content is a concern. Such future works are presented here in order to estimate the contrast ratios they will obtain for their specific virtual content given their environment lighting conditions.

The remainder of this paper is structured as follows: Section 2 presents related work on reduced-contrast AR scenarios and provides an overview of human visual perception in terms of contrast sensitivity. Section 3 outlines the methods and materials used in collecting the illuminance measurements on the HoloLens 1 and 2.

Section 4 presents the results of our measurements in the form of illumination values, contrast ratios, and contrast sensitivity functions. Section 5 provides a discussion of the results and their relation to established literature in the field. Section 6 concludes the paper.
Contrast sensitivity has been examined frequently in existing literature, where it has been found that the simple act of donning an OST-HMD has the effect of reduced contrast on the user’s physical environment, and changes to the manner in which users’ perceive color \([21, 22]\). There are several factors that can cause a reduction in contrast with OST-HMDs, e.g., environmental factors like dynamic or saturated lighting conditions and see-through backgrounds. Tinted visors attached to see-through displays are often used as a practical solution to increase the contrast between virtual imagery by reducing the illuminance levels of the environment lighting. However, the tinting inevitably reduces the visibility of the real scenes in low lighting environments and prevents accurate color perception.

To address perception issues in such reduced contrast scenarios, researchers conducted studies that investigate the perception thresholds and design guidelines for augmented content in OST displays. For example, Harding et al. \([9]\) presented an HMD simulation model that could simulate different see-through background images with overlaid white-color symbology, and showed that the perceptual quality of the symbology was greatly influenced by the complexity of the backgrounds, which was characterized by the standard deviation of small patches of luminance in the images. Beyond the white-color symbology, Harding et al. \([10]\) further studied luminance and color contrast requirements while discussing the color choice for more effective symbology in OST-HMDs.

Gabbard et al. \([5]\) also pointed out the challenge in presenting virtual content, specifically text information, in outdoor AR environments due to dynamic lighting conditions and uncontrollable backgrounds in the environment. They found that the text legibility is highly affected by the text drawing style, the see-through background, and their interaction. Merenda et al. \([23]\) considered in-car HUD interfaces and conducted a study that investigates the user’s color identification performance in different color-blending circumstances caused by the mixture in the colors of background and augmented text/symbolic content. They found that participants generally chose brighter colors as compared to the original source color of the content, but certain colors, e.g., blue, green, and yellow, were more accurately identified.

There is also continuous effort on developing display techniques and devices for color contrast and reproduction. Itoh et al. \([13, 14]\) presented a series of display methods to improve the visual quality of virtual content in OST-HMDs. For example, they proposed a color calibration method that pre-processes the input image to match the user-perceived color on the display to the original image color \([13]\) and introduced a new light attenuation approach that forms images by spatially subtracting colors instead of the traditional additive color approach \([14]\). Hincapié-Ramos et al. \([11]\) addressed a similar problem by investigating methods of altering the appearance of text to preserve the intended color, and introduced methods of preserving the intended color while also increasing contrast. Donval et al. \([2]\) proposed a smart filter for OST-HMDs that could adaptively change the filter transmission according to the background illumination. Leykin and Tuceryan \([20]\) examined predictions of the legibility of text by using machine learning based classifiers, however their work did not take into account the how text annotations appear more transparent as environment lighting conditions increase.

Several other methods have been established for improving the contrast of virtual text specifically, and these largely fall into methods that either alter the appearance of the text or area surrounding it, or methods that reposition the text. Among these, Gabbard et al. \([8]\) and Kim et al. \([17]\) found that for OST-HMDs, the user experience is typically improved by utilizing bright colored text over dark colored backgrounds, which is the opposite of what users tend to prefer when using other display mediums such as virtual reality HMDs \([3]\), where an interaction effect between the text appearance and virtual lighting occurs such that user perform better with light colored text in dark virtual environments and better with dark colored font in bright virtual environments.

When users were tasked with manually placing annotations, Jia et al. \([15]\) found that users preferred text labels over uniform surfaces, and tended to place annotations over the sky. They further established a method which employs image analysis to identify such preferred locations automatically for annotations. Orlowsky et al. \([25]\) developed a similar automatic annotation system, however their procedure involves prioritizing locations which are darker and uniform, so that annotations are less affected by environment illumination.

### 2.2 AR Reduced-Contrast Scenarios

Contrast sensitivity has been frequently examined in existing literature, where it has been found that the simple act of donning an OST-HMD has the effect of reduced contrast on the user’s physical environment, and changes to the manner in which users’ perceive color \([21, 22]\). There are several factors that can cause a reduction in contrast with OST-HMDs, e.g., environmental factors like dynamic or saturated lighting conditions and see-through backgrounds. Tinted visors attached to see-through displays are often used as a practical solution to increase the contrast between virtual imagery by reducing the illuminance levels of the environment lighting. However, the tinting inevitably reduces the visibility of the real scenes in low lighting environments and prevents accurate color perception.

To address perception issues in such reduced contrast scenarios, researchers conducted studies that investigate the perception thresholds and design guidelines for augmented content in OST displays. For example, Harding et al. \([9]\) presented an HMD simulation model that could simulate different see-through background images with overlaid white-color symbology, and showed that the perceptual quality of the symbology was greatly influenced by the complexity of the backgrounds, which was characterized by the standard deviation of small patches of luminance in the images. Beyond the white-color symbology, Harding et al. \([10]\) further studied luminance and color contrast requirements while discussing the color choice for more effective symbology in OST-HMDs.

Gabbard et al. \([5]\) also pointed out the challenge in presenting virtual content, specifically text information, in outdoor AR environments due to dynamic lighting conditions and uncontrollable backgrounds in the environment. They found that the text legibility is highly affected by the text drawing style, the see-through background, and their interaction. Merenda et al. \([23]\) considered in-car HUD interfaces and conducted a study that investigates the user’s color identification performance in different color-blending circumstances caused by the mixture in the colors of background and augmented text/symbolic content. They found that participants generally chose brighter colors as compared to the original source color of the content, but certain colors, e.g., blue, green, and yellow, were more accurately identified.

There is also continuous effort on developing display techniques and devices for color contrast and reproduction. Itoh et al. \([13, 14]\) presented a series of display methods to improve the visual quality of virtual content in OST-HMDs. For example, they proposed a color calibration method that pre-processes the input image to match the user-perceived color on the display to the original image color \([13]\) and introduced a new light attenuation approach that forms images by spatially subtracting colors instead of the traditional additive color approach \([14]\). Hincapié-Ramos et al. \([11]\) addressed a similar problem by investigating methods of altering the appearance of text to preserve the intended color, and introduced methods of preserving the intended color while also increasing contrast. Donval et al. \([2]\) proposed a smart filter for OST-HMDs that could adaptively change the filter transmission according to the background illumination. Leykin and Tuceryan \([20]\) examined predictions of the legibility of text by using machine learning based classifiers, however their work did not take into account the how text annotations appear more transparent as environment lighting conditions increase.

Several other methods have been established for improving the contrast of virtual text specifically, and these largely fall into methods that either alter the appearance of the text or area surrounding it, or methods that reposition the text. Among these, Gabbard et al. \([8]\) and Kim et al. \([17]\) found that for OST-HMDs, the user experience is typically improved by utilizing bright colored text over dark colored backgrounds, which is the opposite of what users tend to prefer when using other display mediums such as virtual reality HMDs \([3]\), where an interaction effect between the text appearance and virtual lighting occurs such that user perform better with light colored font in dark virtual environments and better with dark colored font in bright virtual environments.

When users were tasked with manually placing annotations, Jia et al. \([15]\) found that users preferred text labels over uniform surfaces, and tended to place annotations over the sky. They further established a method which employs image analysis to identify such preferred locations automatically for annotations. Orlowsky et al. \([25]\) developed a similar automatic annotation system, however their procedure involves prioritizing locations which are darker and uniform, so that annotations are less affected by environment illumination.

### 3 METHODS

This section describes the material and methods we used to perform our illuminance measurements, which are reported below in Section 4.
3.1 Material
In this experiment, we measured illuminance values. Illuminance is a photometric measure of the intensity of light which is falling upon, or illuminating, a given surface as perceived by the human eye, and typically uses units of lux, or lumen per square meter (lm/m²). Illuminance differs from the photometric measure of luminance, which is the amount of light traveling through or reflecting off of a given surface dependent on angle, and has units of candela per square meter (cd/m²), or lumen per sterdian square meter (lm/(sr · m²)). Because it is a photometric measure, illuminance measures the perceived brightness of a surface, as seen by a human eye, by weighing the incoming wavelengths of light using a luminosity function which is based on the visual sensitivity of the human eye. This is different from the similar radiometric measure, irradiance, which measures the optical power incident on a surface across a specific range of unweighted wavelengths of light.

We performed illuminance measurements on the HoloLens 1 and 2, which were chosen due to their widespread usage. The HoloLens 1 was released in 2016 and features a diagonal field of view (FOV) of 34 degrees, and a resolution of 1268×720 pixels per eye, while the HoloLens 2 was released in 2019, and features a diagonal FOV of 52 degrees and a resolution of 2048×1080 pixels per eye. All measurements taken with the HMDs powered on were done so with the brightness control settings of each device was turned to 100%. Smaller percentages of display brightness were not tested, since we are primarily concerned with the maximum contrast able to be achieved under each tested light condition. Additionally, assuming the brightness settings affect the display luminance in a linear manner, estimates of illuminance values at smaller percentages of display brightness should be easily calculable as ratios between the measurements taken at 100% screen brightness and the measurements taken with the display powered off.

In order to make the illuminance measurements, we used an Urceri MT-912 light meter, which is capable of making measurements in lux and footcandles. This meter has an accuracy of ±3% of the reading value with an additional ±8 digits on the least significant digit, and is capable of making measurements between one and 200,000 lux, as reported on the Urceri website[1]. A limitation of this particular instrument is that not capable of measuring small illuminance values between zero and one lux, however the HoloLens 1 and 2 are unlikely to be used under such dim light conditions due to the devices’ inability to track and map the user’s environment without visual features to assist it. For this reason, we decided to proceed with the Urceri MT-912.

We aimed for illuminance measurements in the widest controlled range of environment lighting possible, with the intention of providing measurements that simulate a user in a pitch dark environment as well as bright outdoor conditions. As such, we utilized an array of two dimmable Amzcool XCD01 10,000 lux light therapy lamps to provide a controlled light source for all measurements. These specific lights were chosen due to their high maximum illuminance values and their inclusion of a built in dimmer, which allowed for testing across a wide range of illuminance values comparable to those found in common indoor and outdoor environments.

We positioned these lights immediately adjacent to one another, and positioned the HMDs centered to the lights so that the left eye optics were roughly centered in front of the left light and vice versa. We also slightly inclined the front of the HMD so that the waveguides were parallel to the surface of the two lights.

The Unity game engine was used to present virtual imagery on each HMD. For the HoloLens 1, the imagery was streamed over a local network via the holographic remoting mode and accompanying app on the device. For the HoloLens 2, the same Unity application was deployed to the device in order to prevent the device from presenting a warning message pertaining to its inability to track the environment in reduced lighting conditions. We utilized a plane 3D object presented perpendicular to the user’s forward direction, which was rendered using either black RGB pixel values of (0,0,0) or white RGB pixel values of (255,255,255) depending on which condition was being measured at the time. The plane object made use of a standard unlit surface shader, which ensured that the appearance of the plane was not impacted by virtual lighting and was consistent at each pixel position, and was scaled large enough to take up the entire field of view of the display.

3.2 Procedure
The illuminance measurements were made under the following conditions:

- **Environment Lighting**: The dimmer on the environment light sources and the distance between the HMD waveguide and the surface of the lights was varied to achieve illuminance values of 20,000, 10,000, 1,000, 100, 10, and 0 lux.
- **OST-HMD**: The HMD was varied between the Microsoft HoloLens 1 and the HoloLens 2
- **Display Mode**: The display mode was varied to include direct measurements of the lighting without the HMD, measurements on each device while powered off, measurements on each device while powered on and rendering black (transparent), as well as powered on and rendering white.

For each target environment lighting condition, the light therapy lights were dimmed and positioned appropriately from the HMD to achieve the target illuminance value. From this point, 15 sequential measurements were made for each of the following four conditions:

- Without the HMD (measuring the environment lighting directly; not through the visor),
- With the HMD powered off,
- With the HMD rendering black (at full display brightness),
- With the HMD rendering white (at full display brightness).

The meter was held parallel to the waveguide of the device and directly faced the light fixtures in a position similar to where the user’s left eye would be if wearing the HMD. Once each of these sets of 15 measurements were made, the environment lighting was changed to the next target illuminance and the process was repeated.

It is possible that non-uniformity of color due to the optical components of the HMD may cause sequential illuminance measurements to be different due to slight changes in the position and angle of the measurement device [19]. For this reason, our procedure entails taking 15 sequential measurements from the user’s eye position in the HMD to mitigate the effects of such fluctuations.
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Figure 3: Depiction of graphs of the illuminance values measured on the (a) HoloLens 1 and (b) HoloLens 2. The area between the two lines represents the contrast. The axes are presented on a logarithmic scale.

Table 1: This table depicts the average and standard deviation of the illuminance measurements made on the HoloLens 1 and 2 in lux. Values of `<1` are indicated next to measures from the light meter in which only the value 0 was obtained. These measures lay somewhere between 0 and 1 but were not bright enough to be measured with the available equipment.

<table>
<thead>
<tr>
<th>Environment Illuminance</th>
<th>HoloLens</th>
<th>Display Off</th>
<th>Display On: Black</th>
<th>Display On: White</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>20900</td>
<td></td>
<td>325.14</td>
<td>Hl 1</td>
<td>4855.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hl 2</td>
<td>5427.53</td>
</tr>
<tr>
<td>10138.07</td>
<td></td>
<td>227.73</td>
<td>Hl 1</td>
<td>3418.47</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hl 2</td>
<td>3806.00</td>
</tr>
<tr>
<td>1043.75</td>
<td></td>
<td>30.82</td>
<td>Hl 1</td>
<td>285.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hl 2</td>
<td>311.41</td>
</tr>
<tr>
<td>103.11</td>
<td></td>
<td>1.96</td>
<td>Hl 1</td>
<td>32.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hl 2</td>
<td>33.38</td>
</tr>
<tr>
<td>11.16</td>
<td></td>
<td>1.04</td>
<td>Hl 1</td>
<td>&lt;1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hl 2</td>
<td>&lt;1</td>
</tr>
<tr>
<td>&lt;1</td>
<td></td>
<td>0</td>
<td>Hl 1</td>
<td>&lt;1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hl 2</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

4 RESULTS

4.1 Illuminance

Figure 3 shows the plots of the illuminance values for the HoloLens 1 and HoloLens 2. These plots show the difference in illuminance measurements between the device rendering black (transparent) and rendering white (at the full brightness setting of the HMD). For each of these plots, the area between the lines can be thought of as the level of contrast, which is greatest at environment illuminance levels less than 10 lux, and reduces as the environment illuminance increases.

Table 1 depicts the mean (M) and standard deviation (SD) of these measurements, broken down by Environment Lighting, OST-HMD, and Display Mode. These measurements show readings of `<1` lux in several places when the environment illuminance values are `<1` lux and 11.16 lux, and there are several reasons for this. One is because there is ambient light emitted from the HMD when the display is on but rendering black, but this ambient light is not enough to be measured by our light meter. Additionally, the tint of the HMD visor reduces the measured illuminance to be less than 1 lux in several cases, which again is not able to be measured by our light meter. Finally, in the `<1` lux environment illuminance condition, values of `<1` are written because the testing environment was not pitch black and the ambient illuminance falls somewhere in the range between 0 and 1 lux. Environment lighting with `<1` lux is usually observed at night without artificial light sources.

In comparing between display conditions, we can see that the environment illuminance is considerably reduced when viewed
through the visor of either of the HMDs. For the HoloLens 1, the amount of environment light of <1, 10, 100, 1,000, 10,000, 20,000 lux was reduced by ~100%, ~90%, 31%, 27%, 34%, 23%, respectively. For the HoloLens 2, the environment light was reduced by ~100%, ~90%, 32%, 29%, 38%, 26%, respectively.

When comparing between the conditions in which the display rendered black (transparent) to the conditions in which the display rendered white, we see an increase between 29 and 37 lux for the HoloLens 1, and an increase between 189 and 261 lux for the HoloLens 2.

The standard deviations in the measurements also increased considerably with the increase in environment illuminance levels. This is somewhat to be expected, as at higher levels of environment illuminance, small deviations in the angle or position of the light meter will have larger impacts on the illuminance measures.

### 4.2 Contrast Ratios

Using the average luminance values that were found in the above section, contrast ratios were calculated using Equation 1 and the illuminance measurements that were made with the device powered on and rendering black (transparent) and rendering white. In this manner, \( I_{\text{max}} \) was the illuminance that was the greater of the two measures, and \( I_{\text{min}} \) was the lesser of the two. While it was expected that the illuminance measurements made with the device rendering white would always be higher than the measurements made with the device rendering black, due to higher deviation in the measurements obtained at high levels of environment illuminance, this was not always the case. The averages and standard deviations of these contrast ratios are presented below in Table 2, and Figure 4 shows the plot of contrast ratios versus the environment illuminance levels for each device.

In general, the contrast ratios from the HoloLens 2 are higher than those from the HoloLens 1, with the ratio decreasing below 3% on the HoloLens 2 and below 0.5% on the HoloLens 1 in the brightest environment illuminance condition.

An illustration of these contrast levels is provided in Figure 1, where visual comparisons can be made between the two HMDs as well as between lighting conditions. It is important to note that this figure is an approximation of the contrast levels users would experience when looking through the HMD, as there is not a concrete method of translating environment illuminance values to pixel values on the reader’s display due to individual differences in display parameters between readers.

### Table 2: Contrast ratios calculated for the HoloLens 1 and 2 under varying environment lighting conditions. Values of ‘~ 1’ are used to indicate values in which the lower illuminance measurement was too small to be measured by our equipment, resulting in a contrast ratio of 1.

<table>
<thead>
<tr>
<th>Environment Light (lux)</th>
<th>HoloLens 1</th>
<th>HoloLens 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>20,900</td>
<td>0.00480</td>
<td>0.0115</td>
</tr>
<tr>
<td>10,138.07</td>
<td>0.00552</td>
<td>0.0187</td>
</tr>
<tr>
<td>1,043.75</td>
<td>0.0500</td>
<td>0.0160</td>
</tr>
<tr>
<td>103.11</td>
<td>0.312</td>
<td>0.0367</td>
</tr>
<tr>
<td>11.16</td>
<td>~1</td>
<td>0</td>
</tr>
<tr>
<td>&lt;1</td>
<td>~1</td>
<td>0</td>
</tr>
</tbody>
</table>

### 5 DISCUSSION

The illuminance data we collected demonstrates how big of a factor environment lighting plays on the contrast of the AR imagery. In this section, we compare and discuss the effectiveness of the two HMDs at presenting imagery to a user under varying environment lighting conditions.

#### 5.1 Dim Lighting

Figure 4 demonstrates that both the HoloLens 1 and 2 have reasonable levels of contrast in relatively dim environments where the ambient illuminance is 100 lux or less, such as office hallways. Illuminance levels in this range are recommended for areas in which visual tasks are seldom performed. For both HMDs, the best contrast ratio (near 1) is achieved in the darkest of environment lighting conditions, at illuminance values of less than 10 lux. This is partially because the tinted visor of the devices reduced the incoming light to be less than 1 lux from the user’s point of view, as shown in the last several rows of Table 1.

While this environment provides the best contrast ratios for observing the virtual imagery presented on the HMD, it also means that the user experiences a loss of contrast when wearing the HMD and attempting to observe their physical environment due to the tinted visor. This means that users would likely have difficulty navigating their physical environment and performing physical tasks in these low light conditions while wearing the HMD.

Under these conditions, the device is also not capable of mapping the environment using its on-board sensors due to the lack of visual features to use in its tracking algorithm, which results in imagery freezing, disappearing, or temporarily becoming user fixed.

instead of world fixed until conditions improve. On the HoloLens 2 specifically, the operating system will by default interrupt the current running application to display a warning message stating it is unable to track the user’s environment, and this message will only disappear after lighting conditions improve. While this behavior can be slightly modified by developers and researchers to specify an image to display when tracking is lost (which is how we displayed our black/white imagery in such lighting conditions), the behavior cannot be disabled. Because of this, it is unlikely that users would often actively use either of the OST-HMDs under these lighting conditions where optimal contrast ratios are achieved.

5.2 Mid Range Lighting

As the environment lighting levels increased to 100 lux, the performance of the HoloLens 1 dropped considerably and achieved contrast ratios of 30%, while the HoloLens 2 achieved contrast ratios of around 70%. These conditions are comparable to a “very dark day” for outdoor environments, and fall below the European Lighting Standard EN 12464 recommended illuminance levels for performing indoor office work which are recommended to be between 500 and 1000 lux. When lighting conditions increased to 1000 lux, the HoloLens 1 achieved a contrast ratio of 5% while the HoloLens 2 achieved around 25%.

These two lighting levels cover the majority of indoor use cases that users may experience while working with OST-HMDs, from dim indoor conditions to brightly lit work environments, and it is interesting to note the spread in contrast ratios achieved on the HMDs (5–30% on the HoloLens 1, and 25–75% on the HoloLens 2). These ranges are sub-optimal and imply that users could benefit from additional light filters on the HMDs, perhaps similar to the methods proposed by Mori et al. [24] in which liquid crystals of variable opacity are used, although the costs of such filters would have to be considered, such as the decrease in contrast of the physical environment and decreased ability of potential collaborators to see the users’ faces (which may have impacts in collaborative AR tasks).

5.3 Bright Outdoor Lighting

For both HMDs, the measured contrast was quite low for environment lighting conditions of 10,000 lux or greater. Under these conditions, the HoloLens 1 achieved a contrast ratio of less than 1% and the HoloLens 2 achieved between 2 and 3%. These lighting levels are typically not achieved in indoor environments, and are equivalent to outdoor lighting conditions in full daylight or direct sunlight.

With contrast ratios so low, it is unlikely that users would be able to accurately distinguish virtual imagery presented on the HMD, which has been documented in several of the related works described in Section 2. In order to remedy this, virtual imagery would either have to be presented at large scales, which is difficult due to the limited field of view of the devices, or contrast would have to be increased such as by augmenting the device with additional neutral density filters to reduce the amount of environment light reaching the user’s eyes.

In future work, with further measurements, it would be useful to model expected illuminance levels from the user’s point of view, taking into consideration the light filtering that occurs as light passes through the visor of the HMD. In this manner, one could predict the optimal neutral density filter to attach to the HMD for the given environment lighting condition and desired contrast ratio.

6 Conclusion

In this paper we investigated how environment lighting conditions impact the contrast of virtual imagery displayed to the user of an OST-HMD. Our results indicate that there is room for improvement in the design of OST-HMDs, in that they tend to lose a considerable amount of contrast in bright indoor lighting conditions, and tend to lose nearly all contrast when taken into outdoor environments where illuminance levels are greater than 10,000 lux.

We hope that the results presented above will be valuable to future research as a convenient reference for estimating the expected contrast ratios seen by users of the HoloLens 1 and 2, given a particular environment illuminance value. Since the values calculated here are based on measurements in which the display is rendering all white or all black, the contrast values presented are the maximum which can be expected for a particular environment illuminance level. As such, virtual content displayed in colors other than white will likely achieve lower contrast ratios. Future research should take this into consideration when using the above tables and figures to estimate the expected contrast ratios their users will experience under their particular lighting conditions.

In future work, we plan to expand this research by investigating a larger group of modern OST-HMDs. We also plan to take additional illuminance measurements with the device rendering primary and secondary colors, so that contrast ratios can be more accurately estimated for colored UIs and a given environment illuminance value. We further plan to complement the light measurements in this paper with a human subject study to correlate the different contrasts in indoor and outdoor AR with perceptual effects such as visual acuity and legibility of AR annotations. The current COVID-19 pandemic has so far has prevented us from pursuing this research.
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