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Abstract

Intelligent Virtual Agents (IVAs) received enormous attention in recent years due to significant improvements in voice communication technologies and the convergence of different research fields such as Machine Learning, Internet of Things, and Virtual Reality (VR). Interactive conversational IVAs can appear in different forms such as voice-only or with embodied audio-visual representations showing, for example, human-like contextually related or generic three-dimensional bodies. In this paper, we analyzed the benefits of different forms of virtual agents in the context of a VR exhibition space. Our results suggest positive evidence showing large benefits of both embodied and thematically related audio-visual representations of IVAs. We discuss implications and suggestions for content developers to design believable virtual agents in the context of such installations.

CCS Concepts

- Human-centered computing → Mixed / augmented reality; Virtual reality; Empirical studies in HCI;

1. Introduction

Inspired by science fiction media, such as the movies \textit{Her} (2013) and \textit{Blade Runner} (2017)—stories that show the potential of disembodied or embodied Intelligent Virtual Agents (IVAs) integrated into our daily social life—we have seen a large public interest in related technologies.

Over the last years, voice-controlled agents were embedded in consumer devices such as Amazon’s Echo or Apple’s HomePod, and connected to home appliances to provide an intuitive and natural form of interaction with smart home environments and as a means to access information from the Internet or to control smart home devices [KBB\textsuperscript{*}18]. Beyond home uses, smart services provided by IVAs are popular as they can be accessed through ubiquitous smartphone technologies and can be implemented for professional applications such as in the form of educational audio guides in museums or audio-visual presentations for mixed media installations or exhibits. In particular, in situations where the demands for individual support or care exceed the supply of specialized trained personnel, such as museum guides, training scenarios, or rehabilitation, these IVAs are a promising solution that can complement human professionals [NKH\textsuperscript{*}18]. With the current convergence of different research fields such as Machine Learning, Internet of Things, and Virtual Reality (VR), it seems reasonable to assume that people will be confronted with an increasing amount of such services, which poses new challenges to the interface designers, particularly in terms of social interaction and integration.

While most of the currently used services are limited to audio or flat 2D visual representations, VR and Augmented Reality (AR) technology can add a new dimension by providing a spatially registered 3D virtual body to complement the voice. Human-like VR/AR representations can enrich the communicative channels that convey the agent’s status and intentions to interlocutors with gestures and other forms of social behaviors. Moreover, they can be registered spatially with their environment, which enables a more direct form of spatial interaction compared to voice-only interaction. This is particularly interesting in situations that have a strong spatial component such as art installations and museum exhibitions, since spatial relations are usually harder to communicate via speech than with gestures [Ali05]. Therefore, it may be beneficial to provide an IVA with a virtual body, which could also increase the user’s feeling of co-presence, i.e., raising the visitor’s sense of being together with the content on display. For museum exhibitions this could be strengthened, for instance, by choosing a historical figure as the agent’s representation. Through the encounter with a contemporary witness, visitors get to know the subject matter from a personal perspective, which may increase interest in the historical events as well as empathy with the people involved.

In this paper, we present a human-subject study that we performed in a historical exhibition context to understand the importance of embodiment and thematic closeness of the visual representation of virtual agents. Therefore, we perform a case study and analyzed the effects of different intelligent virtual museum guides in the scope of an exhibition related to the Apollo 11 mission on the
elicited sense of co-presence, social presence, and effectiveness in communicating a sense of social competence and trust. The study was designed to evaluate the following two research questions:

1. Do embodied virtual guides perform significantly better than voice-only guides in terms of co-presence, social presence, credibility, and the ability to impart knowledge?

2. Do thematically close content-related guides perform better than generic guides in terms of the above mentioned metrics?

Our results suggest a positive evidence showing large benefits for both embodied and thematically close audio-visual representations. We discuss implications and suggestions for user interface and content developers to design believable virtual agents in the context of such installations.

The remainder of this paper is structured as follows. Section 2 gives an overview of related work on IVAs in VR/AR, embodiment, and presence. In Section 3 we present the conducted user study and discuss the results. Section 4 concludes the paper and discusses future research.

2. Related Work

In this section, we resume work related to agent embodiment as well as presence and confidence in intelligent virtual agents.

**Intelligent Virtual Agents in VR/AR.** Different forms of IVAs were proposed and evaluated throughout Milgram’s reality-virtuality continuum, which were surveyed by Holz et al. [HCO+11, HDO09] and Norouzi et al. [NKH+18], showing the potential of VR/AR agents, but also challenges related to creating a high sense of social interaction and connection between users and virtual agents. For instance, Obaid et al. [ONP11, ODK+12] showed that the physiological arousal of users in VR/AR depends on an agent’s behavior associated with cultural differences, e.g., related to gaze behavior and interpersonal distances. Lee et al. [LBHW18] found that the proxemics during interaction with IVAs in AR differs significantly from those between real humans, with users giving virtual agents more space than they would a real person. Kim et al. [KMB+17, KBW17] showed that visual conflicts in AR such as occlusion and dual occupancy between virtual agents and physical objects can significantly impair their social connection with users. However, despite the challenges related to realistic and/or effective social interaction, a large number of applications could benefit from IVAs [NKH+18, KBB+18]. For further information on IVAs, we refer to Magnenat-Thalmann et al. [MTPC08], which provides a literature review of promising application fields for IVAs including interactive virtual guides in cultural heritage sites, museums, art installations, and related fields.

**Embodiment.** A large body of literature focused on the question if and how virtual agents should be embodied for effective interaction with real humans. Dehn and van Mulken [Dv00] presented a literature review on the embodiment of virtual agents, showing that the early prototypes of embodied agents in the last millennium had mixed effects on human-agent interaction, which sometimes would improve agent-based user interfaces while often they would not provide any benefits. A newer literature meta review by Yee et al. [YBR07] showed benefits for virtual agents with a face over those implemented just by voice or via text on a computer screen. Moreover, they found that showing a face in general is more important than the realism of the visual presentation or the behavior of the agent. Even an abstract face of a virtual agent can provide important social cues for human-agent interaction, such as communicating visual attention due to the gaze direction of the eyes. Over the last decade, a large number of studies were conducted using VR technologies, which documented the psychological benefits of agent embodiment based on holographic or stereoscopic 3D displays, with recent work showing benefits for rapport as well as realistic social interaction [WLK+15, KB+17]. Demeur et al. [DNP11] showed that virtual agents in social situations can appear more believable and elicit a higher sense of competence and warmth if they are embodied. Recent studies by Kim et al. [KBW17, KB+17, KMB+17] indicate that it is more challenging for embodied virtual agents in AR to appear realistic and plausible to users. This is due to the fact that they are more affected by differences in visual appearance between their body and real-world objects as well as the fact that they generally have less control over their environment than is the case in VR, which can limit how virtual agents in AR are perceived and utilized.

**Social and Co-Presence.** A generalizable metric for the effectiveness of IVAs in VR/AR is their ability to convey an illusion of being perceived as a real social entity sharing the same space with a real person, called social presence and co-presence. Co-presence denotes the sense of “being together” and social presence the sense of “being socially connected” [HB04]. Blascovich et al. define social presence as “the degree to which one believes that he or she is in the presence of, and dynamically interacting with, other veritable human beings” [Bla02, BLB+02]. In general, the sense of “being there” is denoted presence, which can be further refined with the concepts of place illusion and plausibility illusion introduced by Slater [Sla99]. Plausibility illusion indicates that “the scenario being depicted is actually occurring” with a “credible scenario and plausible interactions between the participant and objects and virtual characters in the environment.” Various studies were conducted on IVAs in VR/AR aimed at identifying effects of IVA characteristics on the sense of social and co-presence during interaction using measures such as questionnaires, physiological responses, and behavioral differences, e.g., related to proxemics [FA+14]. For instance, Lee et al. [LBHW18] found that more realistic multimodal feedback related to footstep vibrations of virtual agents that are transmitted through the floor using subwoofer devices could significantly improve subjective ratings of social and co-presence in AR. Moreover, they found that the limited field of view of current-state optical see-through AR head-mounted displays (HMDs) can negatively impact social and co-presence and cause less natural proxemic behavior near a virtual agent. Nowak and Biocca [NB03] evaluated different types of IVAs and found to their surprise that a higher anthropomorphism of IVAs reduced the sense of social and co-presence, which they explained stating that higher anthropomorphism might reinforce a person’s expectations about realistic behaviors of the virtual agent, which were not met in their study. Chau et al. [CRW+13] proposed hybrid IVAs with partially physical body parts (legs) for medical applications, suggesting that a higher physicality of IVAs could encourage higher social presence. This result is similar to what Kim et al. [KBN+17] found for robotic
IVAs. Kim et al. [KBMW16] further observed that the sense of social and co-presence depends on the personality of the real interlocutors, showing that extroverted participants reached a higher social presence with IVAs than introverted participants.

3. User Study

In this section, we describe the user study that we conducted to understand the effects of a virtual agent’s embodiment relative to the thematic context on the experience of a museum exhibition. In our simulated case study, we explore an exhibition, which simulated four episodes of the first manned moon landing. Each episode was presented by a different virtual guide in randomized order: (i) a generic virtual character or (ii) a thematically close content-related astronaut character, each presented either as (iii) a disembodied voice (as known from voice-controlled agents such as Amazon’s Echo) or (iv) a stereoscopic 3D embodied representation.

3.1. Participants

In total, 24 participants (17 male and 7 female; ages from 19 to 39, \( M = 25.1 \)) participated in our experiment. All of them were students or staff members of the local Department of Engineering and Computer Science. None of the participants reported any visual or motor impairments that could affect the results of our experiment.

3.2. Material

The experiment was conducted in a four-sided CAVE-like environment with three walls and the floor as projection surfaces. The floor area of the environment was 4.20 by 3.15 meters. Three projectors of type Optoma EH320USTi and one Optoma GT1080e were used to project rendered virtual imagery, each providing a resolution of 1920 \( \times \) 1080 at a refresh rate of 120 Hz. All projectors supported synchronized stereoscopic display. Participants wore shutter glasses of type Optoma ZF2300. A six degrees of freedom rigid body target with passive markers was attached to the shutter glasses to track their position and orientation within the environment at 60 Hz using a 7-camera ARTTRACK2 optical tracking system. The voice of the virtual guides was presented to participants via noise-canceling headphones of type Bose QuietComfort 25, with a compatible Bluetooth receiver to make them wireless. Hence, participants were not restricted in their movement and were able to walk around virtual objects in the CAVE freely. Figure 1a shows the experimental setup.

For our case study, we presented four episodes of the Apollo 11 mission, for which we used different models of a scaled-down Saturn V rocket with a launch pad, the interior of the Columbia command module, a scale model of the lunar module, and the moon surface with the American flag as well as scientific experiments (see Figures 1c to 1f). All of the shown virtual models are of historical relevance and both originals and physical replicas are currently on display at museums across the U.S., including the National Air and Space Museum and the Kennedy Space Center. If available, original footage such as a 3D scan of the command module and NASA photographs of the lunar surface was used in order to build detailed models.

We created four versions of the IVA used in the experiment (see Figure 1b):

- **EC**: The Embodied thematically Close character was modeled as an astronaut with a space suit. The astronaut’s face was generated using original footage of Neil Armstrong.
- **EG**: The Embodied more Generic virtual character was designed to match a caucasian museum guide wearing a shirt and dress pants. In order to prevent any preference towards one of the guides due to sympathy, we used similar basic facial characteristics for the civilian guide. However, variations of the textures, facial hair and general hair style were made to ensure that the civilian and the astronaut were not perceived as the same person.
- **DC**: The Disembodied voice of the thematically Close astronaut character was identical to that condition except for the visual feedback of the agent.
- **DG**: The Disembodied voice of the more Generic character matched the embodied condition except for the visual feedback.

To increase the level of realism, we added idle behaviors to the embodied virtual guides, and they made eye contact with the user as a real guide would do in a one-on-one conversation.

We anticipated that it would be important that the types of virtual agents would be perceived as different characters and not as the same character dressed in a different way. Hence, we performed a small survey with 20 respondents before the study to fine-tune and validate this aspect of the study.

In the embodied conditions, the agent’s lip movements were matched with the spoken text via the Oculus Lip Sync plug-in. The audio track of the guides was created with the Oddcast Vocalware text-to-speech engine. For the astronaut, additional post-processing in Audacity was applied to simulate the sound of radio transmissions at that time.

The four episodes of the Apollo 11 mission provided educational information to the participants, narrated by the virtual guides. The assignment of a virtual guide to the four episodes was randomized. The educational content differed between the four episodes, but it was the same for all guides, except for the narrative point of view: The thematically close astronaut told the story from a first-person perspective and called “his” companions by their given names, while the more generic museum guide told the story from a third-person perspective. The four episodes included the following content (see Figures 1c to 1f):

- **Episode 1**: The preparation of the Apollo 11 mission and its launch at the Kennedy Space Center as well as technical details on the Saturn V rocket.
- **Episode 2**: The three-day journey of the crew to the lunar orbit inside the Command Module with a focus on the roles of Armstrong and Collins.
- **Episode 3**: The descent of Aldrin and Armstrong to the lunar surface using the lunar module as well as the first steps of a man on the moon.
- **Episode 4**: The duties of the astronauts at the landing site, including the flag planting and scientific experiments.
3.3. Methods

We used a within-subjects design using two factors with two levels each: agent embodiment (embodied vs. disembodied) and thematic closeness (astronaut vs. museum guide). Each participant experienced all four episodes and all four agents EC, EG, DC, and DG described above in randomized order.

Prior to the study, each participant completed a consent form and a demographics questionnaire. Afterwards, participants were guided into the CAVE-like environment by following a virtual 3D floating globe. Participants were introduced to the display technology, had time to familiarize themselves with the system and the stereoscopic display, and then they were informed about the context of the study and the Apollo 11 mission scenario.

After this introductory phase, the main study started with the first of the four episodes of the Apollo 11 mission. Each episode took around three minutes to complete. Participants were allowed to move about the space in the experimental room freely. During the episodes, one of the four guides was present and gave a presentation on the virtual space models on exhibition in the CAVE.

After each episode, the participants were asked to rate their experience using subscales of the Temple Presence Inventory [LDW09] as well as questionnaires that address the agent’s credibility and the subjective knowledge gain.

We further ran participants through an “exam” on the presented educational content of the episode they just experienced, assessing how much of the information they actively perceived and could remember. The exam was chosen as a meaningful measure of the guides’ quality, since museums usually have an educational mandate. While the visitor is not expected to learn all facts that are presented within an exhibition, the ability to provide interesting information that stick in the visitors’ minds is of great value to any public educational institution. In this sense, the exam should give an idea on how successful a guide was to tell a memorable story rather than providing a generizable percentage of learned facts. Initially, we planned for the exam to be completed without prior notice of the participants at the end of the study. However, a pre-study with ten participants revealed that only a minority of the users paid attention to any of the spoken text and the majority understood it more as an educational entertainment experience. We therefore decided to announce the exam before the study. For each episode a set of 12 questions was prepared, which were similar in terms of their memorizability. They were grouped into four categories: numerical, spatial, social, and visual facts. Numerical questions included sizes, weights, quantities, and periods of time. In spatial tasks, participants had to point at a specific location within a picture of the according scene. This location was described during the episode and was usually supported by a gesture in the embodied conditions. So-

Figure 1: (a) Photo showing the experimental setup, (b) the two guides in their embodied version, and (c) - (f) photos of the four episodes with exemplary guides.
cial facts referred to stories that were experienced by the crew and members of the mission. Visual features were not mentioned by the guide, but could be observed in the presented scene. The exam was conducted orally to ensure that responses, which were guessed or already known before the study, could be identified.

After the exam was finished, participants were guided to the next episode and all steps were repeated. The second episode differed from the other scenes since participants were seated in the center of the CA VE. At the end of all episodes, participants were confronted with all four guides for a second time and had to compare them in an additional questionnaire. The entire study took around 45 to 60 minutes per participant.

3.4. Results

We evaluated the effect of the two factors agent embodiment and thematic closeness on several subjective and objective measures using multiple two-way repeated measures ANOVAs. The normality assumption was not met in a few cases, however, the ANOVA tolerates moderate deviations from normality, as was shown in several studies [GPS72, HRHO92, LKK96].

3.4.1. Presence

Different aspects of presence were measured using the Temple Presence Inventory (TPI) [LDW09]. We focused on four dimensions of the TPI: spatial presence, active social presence, presence as social actor, and presence as engagement. Each dimension involved three to seven items that were measured on a 7-point Likert scale. We ran a two-way repeated measures ANOVA that revealed a significant main effect of agent embodiment on spatial presence ($F(1, 23) = 25.822, p < 0.001, \eta^2_p = 0.529$), active social presence ($F(1, 23) = 12.181, p = 0.002, \eta^2_p = 0.346$), presence as social actor ($F(1, 23) = 299.404, p < 0.001, \eta^2_p = 0.929$), and presence as engagement ($F(1, 23) = 7.516, p = 0.012, \eta^2_p = 0.246$). Thematic closeness only showed one significant main effect on presence as social actor ($F(1, 23) = 4.420, p = 0.047, \eta^2_p = 0.161$). No other main effect or interaction effect was significant. The results of the TPI are illustrated in Figure 2a.

3.4.2. Learning

Scores of the oral exam were added up per participant and category, with a score of 3 corresponding to the maximum value of 100%. The results of one participant had to be removed from the data, because he admitted to know several of the tested facts even without the guides due to prior knowledge on the moon landing. The remaining scores were pooled according to the four categories as illustrated in Figure 2b. An ANOVA revealed a significant main effect of agent embodiment on the test scores in the category of visual facts ($F(1, 22) = 8.933, p = 0.007, \eta^2_p = 0.289$). Apart from this, no other effects on the learning results could be found.

In addition to the objective exam, we also wanted to learn more about the subjective impression of the participants regarding their knowledge gain through the guided presentations. After each episode, before the oral exam, we asked them to make a rough estimate on how many facts they are still able to recall now and in one week. We ran another ANOVA and found a significant main effect of embodiment on the perceived number of long-term memorized facts ($F(1, 23) = 16.403, p < 0.001, \eta^2_p = 0.416$), but not on the number of short-term memorized facts ($F(1, 23) = 3.185, p = 0.088, \eta^2_p = 0.122$).

3.4.3. Credibility

For evaluation of the credibility of guides, we used a scale introduced by McGloin et al. [MNW14]. For each participant, an overall score was constructed from five questionnaire responses to the following bipolar adjective items: “unintelligent to intelligent”, “uninformed to informed”, “unreliable to reliable”, “incompetent to competent”, and “untrustworthy to trustworthy”. We analyzed the results with a two-way repeated measures ANOVA. Analysis revealed a main effect of agent embodiment on credibility ($F(1, 23) = 5.842, p = 0.024, \eta^2_p = 0.203$), indicating a significant difference between embodied guides ($M = 5.550, SD = 0.888$), and guides with voice only ($M = 5.254, SD = 1.030$).

3.4.4. User Experience

Besides the aforementioned influence of agent embodiment and thematic closeness on perceived presence, agent credibility and learning, we were also interested in the general experience of users while interacting with the guides. For this purpose, we measured six dimensions of user experience with the UEQ [LHS08]. Participants of the study were asked to provide ratings on 26 items using a 7-point Likert scale. We stressed the point that all responses should be based on the impression of the guide only, without including the virtual scene. This is because the virtual objects were only used in the context of the present study and are no inherent part of applications with AI agents in general. For example, a museum could also incorporate a virtual guide to present real physical exhibits instead of virtual ones. We ran two-way repeated measures ANOVAs for the six dimensions of UEQ. We found a significant main effect of agent embodiment on attractiveness ($F(1, 23) = 8.837, p = 0.007, \eta^2_p = 0.278$), perspicuity ($F(1, 23) = 8.307, p = 0.008, \eta^2_p = 0.265$), stimulation ($F(1, 23) = 26.527, p < 0.001, \eta^2_p = 0.536$), and novelty ($F(1, 23) = 82.786, p < 0.001, \eta^2_p = 0.783$). Thematic closeness also showed a main effect on attractiveness ($F(1, 23) = 7.212, p = 0.013, \eta^2_p = 0.239$), stimulation ($F(1, 23) = 10.291, p = 0.004, \eta^2_p = 0.309$), and novelty ($F(1, 23) = 10.505, p = 0.004, \eta^2_p = 0.314$). No significant interaction effects between agent embodiment and thematic closeness were found. The results are illustrated in Figure 2d.

After a participant experienced all conditions, he was asked for a subjective ranking of the four different guides. Embodied guides were preferred by most of the participants, with 6 votes for the generic museum guide and 14 votes for the astronaut. In comparison, the unembodied generic guide took last place for 12 and the unembodied astronaut for 9 of the participants.

In our pre-study, a participant pointed out an unfair inequality between guides, because he perceived the condition with an embodied astronaut to be the only one dubbed by a real person, while the others were assumed to be generated by a text-to-speech engine. Since even the astronaut guides with and without body were
rated differently, although the same artificially generated voice was used for both of them, we decided to pursue investigations on this aspect in the main study. For each guide participants had to decide whether the spoken text seemed to be produced by a text-to-speech engine or by a real speaker. For the unembodied astronaut, 45.8% of the participants assumed that the agent was synchronized by a real person. For the embodied astronaut, this was the case for even 62.5% of all participants. In contrast, the option of a real speaker was chosen by 37.5% of the participants for the embodied generic guide, and only by 33.3% for the unembodied generic guide.

3.5. Discussion

Even though our exemplary museum application did not include any forms of active interaction between the participants and the guide, the agent’s embodiment had a positive effect on all measured presence dimensions. Through the presence of a second individual within the CAVE, participants felt significantly more spatially involved in the virtual environment. Participants also reported that the embodied guides caused more emotional responses such as laughing or smiling. In general, there was only little active interpersonal communication between users and guides in all conditions, however, this could be regulated by the introduction of additional interaction mechanisms such as voice commands. Whether this is desirable strongly depends on the application itself. In public settings such as a museum, speaking with a virtual agent may make users feel uncomfortable. In contrast, speaking with a personal assistant at home is already the custom and generally accepted. The most remarkable difference between embodied and unembodied guides can be observed in the scores of presence as social actor.

Figure 2: Pooled results of (a) different presence measures, (b) learning results in four categories, (c) agent credibility, and (d) six dimensions of user experience. The vertical bars show the standard deviation.
also referred to as parasocial interaction. This measure of presence contains items that are related to crossing the border between the actual physical environment and the mediated environment in order to interact with the agent in real time [LDC00]. Higher scores for embodied guides indicate that participants felt that their presence was noted by the agent and that he was establishing a connection to them. Although no complex reactions of the agent to the user’s behavior were implemented, a feature as simple as making eye contact seems to be an effective method to create a sense of responsiveness and intimacy. Not only the agent’s embodiment but also his thematic closeness had a main effect on presence as social factor. This positive effect could be caused by the first-person perspective of the astronaut, since the guide was not only imparting knowledge but was inviting the user to take part in his personal story.

Regarding credibility, all guides got mean scores in the upper range of the 7-point scale. Besides the realism of guides this could also be attributed to the fact that users do not expect museum guides to lie to them about the chronological order of historical events. Nevertheless, we found a significant effect of agent embodiment on the perceived credibility, indicating that embodied guides seemed to be even more competent and trustworthy.

Despite the exam was announced beforehand to the participants of the study, we expected different learning results for the four types of agents, in particular with regard to the different categories of information. However, this hypothesis could be confirmed only to some extent. Visual details such as the color of specific objects could be remembered better in conditions with a voice-only guide than in scenes with an embodied guide. We expected this outcome, since users tend to follow the agent’s lip movements in the embodied condition and therefore could be more distracted from the actual scene. On the other hand, we hypothesized a positive effect of embodiment on the memorization of spatial information, however, such an effect could not be found in the data. In contrast to the results of the objective oral exam, participants subjectively perceived their gain of knowledge to be higher in the conditions with embodied guides, in particular in the long term. Indeed, the involvement of multiple modalities in the learning process as well as an increased presence in virtual environments were related to better learning results in previous studies [MIK06]. A follow-up study that focuses on long-term effects of learning could resolve the question whether the subjective impression of participants can be sustained by an objective test.

We also expected the scores for social questions to be higher for guides with a personal connection to the stories. While no significant effect was found between the generic museum guide and the astronaut, Figure 2b even indicates a trend in favor of the generic guide. The comment section of the questionnaires could give some indication of possible reasons for the observed behavior. Some participants stated that the astronaut was harder to understand due to the applied radio transmission effect.

Besides the problems in understanding the astronaut due to the added distortions, it was also mentioned that this effect made the astronaut sound more realistic than the generic guide. This impression was also confirmed by the responses to the question whether the audio was generated with a text-to-speech engine or spoken by a real person. Besides the thematic closeness of the agent, his embodiment also affected the perceived realism of his voice in a positive manner. In spite of identical audio tracks, the presence of an embodied agent seems to distract the user from artifacts of speech synthesis and made the voice sound more natural. Therefore, the embodied astronaut was perceived to have a real voice by the majority of participants.

The perceived realism of the astronaut could also contribute to his positive reception by the participants of the study. In the usability questionnaires, the astronaut guides were rated as significantly more attractive, exciting and motivating, as well as innovative and creative. This is also true for embodied guides in comparison to guides with voice only. These results indicate that the extra effort that has to be made in order to implement a customized agent could be worthwhile to increase user satisfaction and improve the overall user experience.

4. Conclusion

In this paper, we presented a user study that provides some insight on the effects of embodiment and thematic closeness of virtual agents on practice-oriented aspects such as social presence, agent credibility, learning results, and user experience. In particular, we wanted to investigate whether the costly and time-consuming implementation of embodied agents and their customization to a specific application give a competitive edge over common AI agents with audio only.

With a museum scenario we chose a domain, in which audio guides are common for providing people with information. We compared these well-known audio guides with embodied guides and found significant differences in spatial and social presence, credibility, as well as perceived attractiveness, perspicuity, stimulation, and novelty. These positive effects could justify the extra effort for an embodied agent, especially in public installations, where the user experience is of top priority and technical requirements such as an additional projector can be met more easily.

Regarding the thematic closeness of the guide, we found an improvement of user experience in the dimensions attractiveness, stimulation, and novelty. We also hypothesized, that historical guides with a personal connection to the told story are more credible and boost the learning results, because users are able to empathize with their feelings and emotionally engage with them. While credibility was slightly higher for the astronaut guide than for a generic museum guide, we could not find positive effects of thematic closeness on the learning results in our user study. However, some participants reported that their motivation to explore the VR environment predominated their interest in the Apollo 11 mission. On the one hand, this should be different for users who visit a museum by their own choice, because they are interested in the museum’s theme. On the other hand, even users who have no thematic interest could be still attracted by the novel technology and therefore there is a bigger chance to learn something new as if they would not pay attention at all.

While one important aspect in the presented study was knowledge transfer, other domains may have different challenges that have to be met by virtual agents. For example, in health care for children a virtual expert such as a doctor could be compared to a
less intimidating agent such as a mascot. In this example, credibility and social presence are still of great importance, but in addition other variables are emerging, such as the release of fears. Additional studies are necessary to fully answer the questions which agents perform best in different scenarios.
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