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ABSTRACT
Redirected and amplified head movements have the potential to
provide more natural interaction with virtual environments (VEs)
than using controller-based input, which causes large discrepan-
cies between visual and vestibular self-motion cues and leads to
increased VR sickness. However, such amplified head movements
may also exacerbate VR sickness symptoms over no amplification.
Several general methods have been introduced to reduce VR sick-
ness for controller-based input inside a VE, including a popular
vignetting method that gradually reduces the field of view.

In this paper, we investigate the use of vignetting to reduce VR
sickness when using amplified head rotations instead of controller-
based input. We also investigate whether the induced VR sickness
is a result of the user’s head acceleration or velocity by introducing
two different modes of vignetting, one triggered by acceleration and
the other by velocity. Our dependent measures were pre and post
VR sickness questionnaires as well as estimated discomfort levels
that were assessed each minute of the experiment. Our results show
interesting effects between a baseline condition without vignetting,
as well as the two vignetting methods, generally indicating that
the vignetting methods did not succeed in reducing VR sickness for
most of the participants and, instead, lead to a significant increase.
We discuss the results and potential explanations of our findings.

CCS CONCEPTS
• Human-centered computing → User studies; Virtual real-
ity;

KEYWORDS
Simulator Sickness, VR Sickness, Amplified Head Rotations, Vi-
gnetting, Virtual Environments, Applied Perception

ACM Reference Format:
Nahal Norouzi, Gerd Bruder, and Greg Welch. 2018. Assessing Vignetting
as a Means to Reduce VR Sickness During Amplified Head Rotations. In
SAP ’18: ACM Symposium on Applied Perception 2018, August 10–11, 2018,
Vancouver, BC, Canada. ACM, New York, NY, USA, 8 pages. https://doi.org/
10.1145/3225153.3225162

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
SAP ’18, August 10–11, 2018, Vancouver, BC, Canada
© 2018 Association for Computing Machinery.
ACM ISBN 978-1-4503-5894-1/18/08. . . $15.00
https://doi.org/10.1145/3225153.3225162

1 INTRODUCTION
Perception and cognition research has shown benefits of self-motion
inside a virtual reality (VR) environment using a natural, multi-
modal method like head-tracked movements compared to other
interaction techniques, such as flying or steering with controller-
based input [Steinicke et al. 2013]. VR sickness causes symptoms
similar to motion sickness in the real world, including headaches,
nausea, vomiting, sweating, fatigue, drowsiness, and disorienta-
tion [Kennedy et al. 1993]. The most commonly accepted expla-
nation for VR sickness is the sensory conflict theory, describing
conflicts that arise when visual self-motion cues do not match the
cues provided by the vestibular and proprioceptive system [Rea-
son and Brand 1975]. For instance, when users navigate through a
virtual environment (VE) using a hand-held controller while their
head and body remain stationary in the real world, the visual cues
indicate self-motion, whereas the vestibular and proprioceptive sys-
tems indicate that they are not moving, which introduces a sensory
conflict that can cause VR sickness [McCauley and Sharkey 1992].
Moreover, controller-based input is known to have further draw-
backs such as a reduction in the user’s sense of presence [Robinett
and Holloway 1992; Slater et al. 1995], which denotes the illusion
of “being there” in the VE [Schuemie et al. 2001; Slater et al. 1994].

However, it is not always convenient or possible to rely on nat-
ural head movements alone, such as when a user’s range of head
movements in the physical environment is restricted due to phys-
ical support, the range of tracking sensors, or limited interaction
space. Different methods have been introduced to address this chal-
lenge. Popular approaches are based on manipulating the user’s
virtual rotation and/or translation compared to their real move-
ments with techniques including redirected walking [Razzaque et al.
2001; Steinicke et al. 2010] and amplified head rotations [Jay and
Hubbold 2003; LaViola, Jr. et al. 2001; Ragan et al. 2017]. While em-
pirical evidence for a correlation between amplified head rotations
and VR sickness is scarce, the notion is largely accepted that such
methods can also cause occurrences of VR sickness, although at a
comparatively lower strength than controller-based input [Nilsson
et al. 2018; Steinicke et al. 2013].

Mainly focusing on controller-based input, both in academia
and the gaming industry, researchers have introduced methods
for reducing VR sickness. In the gaming industry, the term com-
fort mode is often used to denote these methods, which include
a gradual reduction in the field of view (FOV) [Bolas et al. 2017;
Fernandes and Feiner 2016], sometimes called vignetting, as well as
blurring of the view [Budhiraja et al. 2017] and rotation snapping
techniques [Farmani and Teather 2018]. A recent study has shown
that the vignetting method can greatly reduce the observed VR
sickness when using controller-based input with a low impact on
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the user's sense of presence [Fernandes and Feiner 2016]. Moreover,
a similar vignetting method based on a recent patent [Bolas et al.
2017] is leveraged when using controller-based input in Google
Earth VR, although this application does not use vignetting during
natural head rotations. It remains a challenging question whether
these VR sickness reduction techniques are applicable for reducing
sickness caused by (ampli�ed) head movements or only when using
controller-based input.

In this paper we investigate the e�ects of vignetting as a means
to reduce VR sickness when using ampli�ed head rotations instead
of controller-based input. Considering that head rotations consist
of di�erent phases, with acceleration and velocity components, in
contrast to controller-based button or joystick input, we describe
two vignetting methods in this paper based on acceleration and
velocity. We evaluated the vignetting methods and compared them
against a baseline condition in terms of their e�ects on VR sickness,
presence, user preference, and performance.

2 RELATED WORK
In this section, we provide an overview of related work on redirected
or ampli�ed head movements and VR sickness.

2.1 Ampli�ed Head Movements
A large body of literature has focused on developing methods to
change a user's self-motion feedback in a VE compared to natural
head movements in the real world [Nilsson et al. 2018]. One of the
�rst approaches in this �eld was proposed by Razzaque et al., who
introducedredirected walking[Razzaque et al. 2001] as a means to
guide users on paths in the real world that di�ered from the visually
perceived paths by introducing slightly nonisomorphic rotations of
the virtual camera in response to physical head movements [LaVi-
ola, Jr. et al. 2001]. While many of these methods assume that the
user is physically walking, some of these methods can also be ap-
plied to stationary users, e.g., while standing or sitting [Ragan et al.
2017; Razzaque et al. 2002; Sargunam et al. 2017]. For instance, Raz-
zaque et al. introduced a method to prevent users from facing an
open back wall when standing in a CAVE-like setup by rotating
the VE undetectably opposite to the user's view direction so that
the user would always eventually turn toward the front wall. In a
similar attempt, LaViola et al. explored amplifying a user's head
and torso rotations in the VE compared to the real world using a
linear scaling factor, such that a 120-degree physical rotation was
mapped to a virtual 180-degree rotation, and they later extended
suchampli�ed head rotationswith nonlinear mappings [LaViola, Jr.
et al. 2001]. Sargunam et al. proposed an improved method called
guided head rotationsfor seated users, which included a realignment
technique on top of the ampli�cation, aimed at bringing the user
back to a comfortable head/neck orientation [Sargunam et al. 2017].

In the context of these methods, important topics such as the
detectability of the rotation ampli�cation and its relationship with
di�erent FOVs has been the focus of several researchers [Bolte et al.
2010; Kopper et al. 2011; Ragan et al. 2017; Zhang and Kuhl 2013].
Bolte et al. investigated the e�ects of ampli�ed head rotations and
FOV augmentation on comfort and detectability when performing
pitch and roll rotations, which showed that even large di�erences
went unnoticed by users, and results from presence and VR sick-
ness questionnaires seemed to be una�ected by the method [Bolte

et al. 2010]. Ragan et al. investigated the e�ects of ampli�ed head
rotations on spatial orientation, VR sickness, and 3D search tasks
among di�erent ampli�cation gains and display options [Ragan
et al. 2017]. Their experiment demonstrated the feasibility of using
ampli�ed head rotation in VR, but noticeable issues were identi�ed
when using strong ampli�cation gains. In particular, they found a
signi�cantly higher VR sickness for ampli�ed head rotations when
using a head-mounted display (HMD) than for a CAVE-like setup.

2.2 VR Sickness and Reduction Techniques
VR sickness, or cybersickness, has many similarities tosimulator sick-
nessandmotion sicknessand although di�erent people experience it
di�erently based on their level of susceptibility, it mostly presents
itself through symptoms such as eye strain, stomach awareness,
dizziness, nausea, and headaches among others [Kennedy et al.
1993; McCauley and Sharkey 1992; Rebenitsch and Owen 2014;
Stanney et al. 1997], some of which are related to VR display tech-
nologies [Kellnhofer et al. 2016; Koulieris et al. 2016]. Factors such
as age, gender and illness might separately a�ect one's level of
susceptibility to VR sickness [Biocca 1992; Frank et al. 1984; Reason
and Brand 1975]. In a study by Kennedy et al., e�ects of duration
and repetition of exposure on simulator sickness were measured
by examining 938 and 53 cases, respectively [Kennedy et al. 2000].
Results showed that simulator sickness is related to duration and
repetition of exposure, the former having a negative e�ect and the
latter a positive e�ect. Based on similar observations [Kennedy et al.
2000; McCauley and Sharkey 1992], di�erent methods inspired by
exposure therapy, e.g., using repeated exposures with optokinetic
training [Ressiot et al. 2013], have been proposed to reduce motion
sickness in the real world.

Although repeated exposure may reduce the e�ects of VR sick-
ness, there is a large demand from the gaming industry and pro-
fessional VR applications to make �rst-time experiences with VR
technologies more comfortable and less sickening. One factor that
has been found to be directly related to the level of VR sickness
experienced by users is the FOV and display technology used [Lin
et al. 2002; Patrick et al. 2000; Prothero 1995; Ragan et al. 2017;
Sharples et al. 2008; Stanney and Kennedy 1997]. In particular, the
FOV of HMDs has been extensively researched, which has revealed
that a smaller visual �eld is positively correlated with a reduction
in VR sickness, while it is also correlated with a reduction in the
user's sense of presence. Hence, instead of just overall reducing
the FOV, Bolas et al. patented the approach to gradually reduce
the FOV only in situations that are known to cause VR sickness,
such as when using controller-based input to navigate through a
VE [Bolas et al. 2017].

Fernandes and Feiner evaluated the approach, which is also
known asvignetting, with a human-subject study. Participants ex-
plored a VE using a hand-held controller while the vignetting-based
reduction in FOV was controlled by factors including the angular
velocity and overall speed up to a prede�ned maximum amount.
They measured the participants' VR sickness and discomfort using
a so-calleddiscomfort scoreand related question [Rebenitsch and
Owen 2014]. They found a signi�cant reduction in VR sickness
and discomfort when using the vignetting method with controller-
based input. Introducing a similar method as vignetting, Budhiraja
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et al. proposedrotation blurring, which increased or decreased the
amount of Gaussian blur applied to user's view, depending on the
accelerations of the movements of a computer mouse [Budhiraja
et al. 2017]. In their study, 8 out of 15 participants signi�cantly
bene�ted from the rotation blurring method.

Of the two methods described above, the former was controlled
by thevelocityand the latter by theaccelerationof virtual camera
rotations. So far, it is not clear how much of a role velocity and accel-
eration play in the induced level of VR sickness during rotations in
VR. Some research looked into e�ects of velocity and acceleration
on VR sickness with anecdotal results that suggested that one or
the other might have exacerbated the levels of the sickness. For
instance, in a study performed with driving simulators, they found
that sickness levels increased in rural and highway environments
where users could drive 60 mph unlike city environment where
the speed was limited to 25 mph [Mourant and Thattacherry 2000].
They concluded based on their results that velocity might have
an e�ect on sickness levels. In a di�erent study, Bonato et al. ex-
posed participants to either a steadily expanding full-�eld optic
�ow pattern or a constantly expanding and contracting pattern.
The results of that study showed that in the steady expansion group
the levels of sickness experienced were signi�cantly lower [Bonato
et al. 2008], which might suggest a potential e�ect of acceleration
on sickness levels. In a di�erent study focused on reducing VR
sickness with a method of proprioceptive vibrations, Plouzeau et
al. suggested that VR sickness may be exacerbated by both high
velocity and acceleration during movements [Plouzeau et al. 2015].

Based on these anecdotal results, we were interested in investi-
gating if velocity or acceleration-based vignetting during ampli�ed
head rotations would have a signi�cant e�ect on VR sickness.

3 IMPLEMENTATION
In this section, we describe the method of ampli�ed head rotations
as well as our adapted methods of velocity and acceleration-based
vignetting, which are used in our experiment.

3.1 Ampli�ed Head Rotations
A rotation gaing 2 Rfor yaw rotations is de�ned by the quotient
of the considered component of a virtual yaw rotation virtual and

the real-world yaw rotation real, i.e.,g =  virtual
 real

. When a rotation
gaing is applied to a real-world yaw rotation real, the virtual
camera is rotated by real � g instead of real. This means that if
g = 1, the virtual scene remains stable considering the head's
orientation change. In the caseg > 1, the virtual camera rotates
faster than the user's head, whereas a gaing < 1causes the virtual
camera to rotate slower. For instance, if a gaing = 2 is applied
and the user rotates the head90 degrees in the real world, the
virtual camera is rotated by180degrees [Steinicke et al. 2010]. In
our experiment, we used ampli�ed rotations with such gains only
for yaw head rotations, not for pitch or roll rotations [Bolte et al.
2010].

3.2 Velocity-Based Vignetting
To implement thevelocity-based vignettingmethod, we followed
the approach proposed by Fernandes and Feiner [Fernandes and
Feiner 2016], and adapted it to scale depending on head rotation
velocity, not controller-based input. We �rst de�ned the minimum

and maximum amount of FOV restriction. The minimum restriction
of the FOV was set to 0 degrees and the contraction of the vignette
should reach the maximum as in Fernandes and Feiner [Fernandes
and Feiner 2016], resulting in a FOV of 80 degrees. Inspired by and
similar to [Budhiraja et al. 2017], we took a modal approach for
our implementation, meaning the minimum amount was assumed
when the user's angular velocity fell below a velocity threshold
� v 2 R+ , so that the according vignetting would not be triggered for
very small movements that might distract the user. Fernandes and
Feiner [Fernandes and Feiner 2016] and Sargunam et al. [Sargunam
et al. 2017] also incorporated the capability for such thresholds in
their computational models, which result in relatively little impact
on the user's view and ampli�cation rate while small head motions
are made and cap the maximum vignetting such that the view to the
VE is never blocked entirely. After performing several pilot tests
with 10 participants taking into account both larger and smaller
head rotations and analyzing their head velocity pro�les, we chose
a threshold of� v = 20 deg/s. Figure 1 shows a sample head rotation
which takes less than one second from one stationary state to the
next. The higher the angular velocity, the faster the vignette would
reach its maximum. We used the formularc = va � s to compute
the rate of contractionrc 2 R+ based on the angular velocityva in
deg/s being computed every frame and a scaling factors 2 R+ (set
to s = 0:2 after pilot tests).

3.3 Acceleration-Based Vignetting
For the implementation of theacceleration-based vignettingmethod,
we focused on the onset and o�set of the user's head rotation, i.e.,
the moment when they start their head rotation and the moment be-
fore they stop, which for head rotations usually happen in less than
a second. We de�ned an onset and o�set acceleration threshold of
� a 2 R+ while keeping track of the increase or decrease in accelera-
tion and classi�ed the user's head rotation state as either stationary
or non-stationary to distinguish between the onset and o�set of
head accelerations. As for velocity-based vignetting, we determined
a reasonable threshold using a pilot study, which resulted in our
choice of� a = 15deg/s2. The contracting vignettes would appear
for roughly 100 ms to 150 ms on the onset and o�set of the user's
head rotations, thus visually masking the two acceleration and de-
celeration phases after and before going in the stationary states.
Figure 1(c) shows a sample head rotation with acceleration-based
masking, corresponding to the sample head motion and thresholds
shown in Figure 1(a).

4 EXPERIMENT
In this section, we describe the experiment that we conducted to
compare acceleration and velocity-based vignetting with a control
condition in terms of their e�ects on VR sickness, presence, user
preference, and performance.

4.1 Participants
Overall, 18 participants (twelve male, six female, age 19-24, aver-
age 21.72) were recruited and participated in all three sessions of
the experiment. All participants were a�liated with our institution.
14 participants were undergraduate students, three were graduate
students, and one recently graduated. Only two of the participants
mentioned that they had used an HMD more than ten times before.
None of the participants reported any known visual disorder such
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(a)

(b)

(c)

Figure 1: Illustration of the implementation of the vignetting methods for the (a) sample angular velocity pattern of a head
rotation from one stationary state to the next. The thresholds indicate the points where the methods based on head rotation
(b) velocity or (c) acceleration introduce the vignetting e�ects to the visual �eld.

as stereo blindness, night blindness, or color blindness. Moreover,
none of them reported a disorder of equilibrium. Participants were
asked to judge their susceptibility to motion sickness on a scale
of 1 (not at all) to 5 (very susceptible), which revealed an average
susceptibility of 1.5 (SD= 0.7, min = 1, max = 3).

Therefore, we asked them to rate their status before donning
the HMD on a scale of 0 to 10, with 0 meaning that they were
feeling perfectly �ne and 10 meaning that they were feeling stressed,
exhausted, and overloaded. Two of our participants scored 8 on this
rating scale, which we excluded from our analysis. The reasoning
behind this exclusion was that they reported the reason they felt
disorientated during one of the conditions was due to their own
exhaustion before coming in and not because of the method they
experienced, while they actually preferred that method overall.
Also, one participant was extremely sensitive to the VE and su�ered
from strong postural instability in all conditions. Hence, we had
to remove these participants, and the results reported are for the
remaining 15 participants.

4.2 Material
The experimental setup consisted of an HTC VIVE HMD, featuring
a resolution of 2160� 1200 pixels (1080� 1200 per eye), a refresh rate
of 90 Hz, a nominal �eld of view of 110 degrees, and a weight of 470
grams. The HTC Lighthouse tracking system was used for the posi-
tion and orientation tracking of the HMD. A graphics workstation
with an Intel Xeon 2.4 GHz processor comprising 16 cores, 32 GB
of main memory and two Nvidia Geforce GTX 980 Ti graphics
cards was used for system control, rendering, and logging. Figure 2
illustrates the experimental setup.

The application was developed in the Unity 2017.3.1 graphics
engine. For the VE, we incorporated the Hand Painted Forest asset
from the Unity Asset Store. As a means to communicate rotation
tasks to the participants we used a virtual butter�y as a visual target,
similar to the butter�y used by Peck et al. in related research [Peck
et al. 2008]. The VE with the virtual butter�y is shown in Figure 3.

4.3 Methods
In this experiment, we used a within subject design with the method
of constant stimuli. The experiment was conducted over two ses-
sions which lasted for three consecutive days each.

We compared the following three conditions:

C Control condition without vignetting.
V Velocity-based vignetting technique.
A Acceleration-based vignetting technique.

We randomized the order of the conditions over three consec-
utive days to compensate for any potential e�ects related to a
reduction in VR sickness caused by repeated exposure [Kennedy
et al. 2000; McCauley and Sharkey 1992].

4.3.1 Measures.We used the following measures in this experi-
ment to identify di�erences in VR sickness, discomfort, presence,
preference, and task performance.

SSQ To measure the participants' levels of VR sickness we used
the Simulator Sickness Questionnaire(SSQ) [Kennedy et al.
1993], which they �lled out before and after each condition.

DS In line with Fernandes and Feiner [Fernandes and Feiner
2016], we used a similar version of theDiscomfort Score
(DS) to evaluate the participants' sense of discomfort af-
ter each minute during the experience. Therefore, a message
appeared asking them �On a scale of 0 to 10, 0 being how you
felt coming in, 10 is feeling nauseous and wanting to stop,
where are you now?� [Fernandes and Feiner 2016; Rebenitsch
and Owen 2014; Teasdale et al. 2009].

SUS To measure the participants' sense of presence, they �lled out
the Slater-Usoh-Steed(SUS) presence questionnaire [Usoh
et al. 2000] after each condition.

PR After the �nal session, we asked them to indicate their pre-
ferred method of interaction and rank the three methods.

PE We tracked the percentage of time when each participant
was able to see the butter�y in their visual �eld, which is an
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