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Figure 1: Two misregistered frames due to user motion in a projector-based AR experiment are shown in (a) and (c). Our approach observes
the augmented imagery and corrects any visible misregistration. The corresponding registered frames are shown in (b) and (d).

ABSTRACT

The typical registration process in augmented reality (AR) consists
of three independent consecutive stages: static calibration, dynamic
tracking, and graphics overlay. The result is that the real-virtual reg-
istration is “open loop”—inaccurate calibration or tracking leads to
misregistration that is seen by the users but not the system. To
cope with this, we propose a general approach to “close the loop”
in the displayed appearance by using the visual feedback of regis-
tration for pose tracking to achieve accurate registration. Specifi-
cally, a model-based method is introduced to simultaneously track
and augment real objects in a closed-loop fashion, where the model
is comprised of the combination of the real object to be tracked
and the virtual object to be rendered. This method is applicable
to paradigms including video-based AR, projector-based AR, and
diminished reality. Both qualitative and quantitative experiments
are presented to demonstrate the feasibility and effectiveness of our
approach.

Keywords: Closed-loop registration, visual feedback, tracking,
projector-based AR, video-based AR, diminished reality.

Index Terms: H.5.1 [INFORMATION INTERFACES AND
PRESENTATION (e.g., HCI)]: Multimedia Information Systems—
Artificial, augmented, virtual realities; I.4.8 [IMAGE PROCESS-
ING AND COMPUTER VISION]: Scene Analysis—Tracking

1 INTRODUCTION

Accurate registration between virtual content and real objects is a
critical aspect of most Augmented Reality (AR) systems. The con-
ventional method for achieving registration is a three-step process
in which independent mechanisms are used first to do a one-time
calibration of system parameters, then to track the object to be aug-
mented, and finally to generate the appropriate virtual content to
be overlaid on the real object using the pose information from the
tracking step. However, such an open-loop system has no mecha-
nism for observing registration error—it simply generates the vir-
tual content that should be consistent with the estimated pose data,
assuming there are no sources of error in the tracking or calibration.
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In practice, there are a number of static and dynamic error sources
[5], resulting in misregistration that goes “unseen” by the system.

Other researchers have explored specific cases of using the aug-
mented imagery (the combination of real and virtual) as feedback
into the tracking step to achieve a closed-loop registration system
[2, 3]. We propose a related closed-loop approach, with the nov-
elty of being suitable for multiple AR paradigms, that employs a
registered real-virtual model.

This real-virtual model-based registration offers several advan-
tages. It embodies a closed-loop system that is continuously adjust-
ing parameters to maintain the desired augmented appearance. It
does so without the explicit detection and use of features or points
in the camera imagery, instead optimizing the parameters directly
using any misregistration manifested in the augmented imagery. In
addition to simplifying the closed-loop registration, this approach
can use information implicit in the augmented imagery, such as mis-
registration manifested in the form of T-junctions or other features
that do not exist in either the real or the virtual imagery, but arise
as a result of interactions between the real and virtual imagery. Our
approach can be used by itself in cases where inter-frame move-
ment is relatively small (where the misregistration is correctable by
an iterative optimization), or in combination with a conventional
open-loop approach by using the open-loop tracking for a coarse
pose estimate prior to closed-loop optimization. Finally, the ap-
proach can be used with projector-based AR as well as video-based
AR such as on hand-held or head-worn devices.

2 RELATED WORK

2.1 Registration Error Analysis

There are several instances of prior work on registration error anal-
ysis and correction. Holloway [5] identified a number of error
sources including system delay, tracker error, calibration error and
misalignment of the model. Bajura and Neumann [3] measured reg-
istration error in the 2D augmented imagery and using that informa-
tion to correct the 3D registration. They did so by using explicitly
chosen/detected features in the scene, including features intention-
ally added to the scene to close the loop (e.g., via LEDs placed in
the scene).

Similar to [3], our method uses the 2D error in the augmented
imagery to measure registration accuracy. However, rather than
choosing/detecting specific features in the scene we implicitly in-
corporate the error measure into the tracking procedure.
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2.2 Vision-Based Tracking
Template-based tracking methods are widely used in video-based
AR. Since the seminal work of Lucas and Kanade (LK) [7], many
related methods [8, 10] have been proposed. Baker and Matthews
[4] presented a unifying framework to understand and categorize
many variants of the LK method. However, these methods fall
short in projector-based AR due to the strong interference caused
by projector light, and since they do not consider feedback from
augmentation, they are still “open loop” for AR applications.

For projector-based AR, vision-based methods typically either
avoid using the projected imagery or explicitly use it, as summa-
rized by Audet et al [2]. In one example of the latter case, Audet
et al [2] proposed considering the projected content as useful infor-
mation that could be incorporated into an image alignment formula-
tion. This method was novel in the way it closed the loop, however
it only looked at projector-based AR and not other AR paradigms.
Our approach is applicable to both projector- and video-based AR.

3 REAL-VIRTUAL MODEL-BASED REGISTRATION

3.1 Cost Function and Optimization
As human observers, we expect to see the correct combined appear-
ance of the real and virtual, i.e., the appearance we observe should
match a goal appearance. This suggests a natural formulation of the
cost function:

argmin
p
‖Ĉ(u)− Ĝ(W (u;p))‖ (1)

where Ĉ is the image we observe, i.e., the combined appearance of
the real and virtual, called the combined image, while Ĝ represents
the expected appearance, called the goal image. The goal image Ĝ
is the 2D view of the goal model, which is the registered combi-
nation of the real object to be tracked and the virtual object to be
rendered. To minimize the 2D image difference, the goal image is
acquired by transforming the goal model using the warping func-
tion W (u;p), where u = (u,v)T is a 2D column vector containing
the pixel coordinates, and p = (p1, · · · , pn)

T is a vector of parame-
ters for arbitrary spatial transformation, e.g., a 2D homography or
a 3D pose. If the goal model is planar, i.e., both the real object and
virtual object are planar, either a homograhy or a 3D pose can be
used. For the general case, where the goal model is not necessarily
planar, we use 3D pose parameterization.

For projector-based AR, the combined image is a function of
light and surface reflectance. Assuming no environmental light and
that real objects are planar and diffuse, then the observed combined
image Ĉ can be approximated as a multiplicative modulation of the
projected light V̂ , called the virtual image, the surface reflectance
R̂, called the real image, and the cosine of the angle θ between the
surface normal and projector light:

Ĉ(u) = V̂ (W (u;p)) · R̂(u) · cosθ (2)

where the virtual image V̂ is warped onto the coordinate frame of
the real image R̂. The coordinate frames of Ĉ and R̂ are the same.
The projector-camera system is assumed to be geometrically cali-
brated.

Plugging Equation (2) into Equation (1) and using the L2 norm
as our error measure, we obtain

∑
u
‖V̂ (W (u;p)) · R̂(u) · cosθ − Ĝ(W (u;p))‖2 (3)

Note that both V̂ and Ĝ are warped using the same warping pa-
rameters since they essentially have the same behavior. Thus a non-
linear optimization problem is formulated.

To simplify the first term in Equation (3), we apply a logarithmic
transformation to linearize it, assuming uniform illumination:

∑
u
‖V (W (u;p))+R(u)+ logcosθ −G(W (u;p))‖2 (4)

Algorithm 1: Real-Virtual Model-based Registration

Pre-compute Gradients OV and OG of images V and G
repeat

Transform G with W (u;p) to compute G(W (u;p))
Compute the error image D(u) =C(u)−G(W (u;p))
Warp the gradient OV and OG with W (u;p)
Evaluate the Jacobian ∂W

∂p at (u;p)

Compute the steepest descent image (OV −OG) ∂W
∂p

Compute the Hessian matrix using Equation (7)

Compute ∑u

[
(OV −OG) ∂W

∂p

]T
D(u)

Compute ∆p using Equation (6)
Update the parameters: p← p+∆p

until ‖∆p‖ ≤ ε

where V , R , and G are referred as the log virtual image, log real
image and log goal image, respectively. Likewise, the combined
image Ĉ also has a log form C:

C(u) =V (W (u;p))+R(u)+ logcosθ (5)

Equation (4) can be effectively solved using conventional gradi-
ent descent techniques. In our implementation, we use the Gauss-
Newton method, and apply an additive rule to update the motion
parameters. The solution of Equation (4) is:

∆p =−H−1
∑
u

[
(OV −OG)

∂W
∂p

]T
D(u) (6)

where ∆p is the incremental motion vector, OV and OG are gra-
dients of V and G, D(u) denotes the error image, i.e., D(u) =
C(u)−G(W (u;p)), and H is the Hessian matrix:

H = ∑
u

[
(OV −OG)

∂W
∂p

]T [
(OV −OG)

∂W
∂p

]
(7)

A summary of the algorithm is shown in Algorithm 1. Note that
in the solution Equation (6), it is not necessary to compute the an-
gle between the surface normal and the projector light for comput-
ing the combined image in Equation (5)). The reason is that in
projector-based AR, the combined images are “computed” (com-
bined) optically. To get the combined image, we project the virtual
image onto the scene then capture the resulting appearance using a
camera. Hence, in Algorithm 1 C(u) is implicitly “computed” by
capturing the scene and then doing a logarithmic transformation.

3.2 Extension to Other AR Paradigms
To extend the proposed approach to other AR paradigms in which
the virtual and real do not coexist in the same space, the combined
real and virtual image needs to be generated via simulation rather
than being combined optically and captured with a camera, as in
projector-based AR. A simple way to do this is to consider the re-
lationship as addition, i.e., Ĉ = V̂ + R̂. Then to compute the virtual
image, we can simply subtract the template object image T̂ from
goal image Ĝ, i.e., V̂ = Ĝ− T̂ . An illustration of the various images
and computations is shown in Figure 2. With this simplified rela-
tionship between the real and virtual images, the algorithm can be
used without change for different AR paradigms.

4 EVALUATION

We performed both qualitative and quantitative experiments to eval-
uate the proposed approach. All of these experiments were focused
on tracking and augmenting planar objects with 2D or 3D virtual
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(a) Goal image Ĝ (b) Template image T̂ (c) Virtual model

(d) Combined image Ĉ (e) Input frame R̂ (f) Virtual image V̂

Figure 2: Illustration of combined image formulation. The goal
image Ĝ in (a) is the 2D appearance of the goal model, which is
comprised of the template image T̂ (the real object) in (b) and the
virtual object in (c). The virtual image V̂ in (f) is computed as the
subtraction of Ĝ and T̂ . The combined image Ĉ in (d) is the addi-
tion of the input frame R̂ in (e) and V̂ . In the registration process,
Ĝ is iteratively acquired by transforming the goal model using the
current pose estimate, until it matches Ĉ.

content. The method can be readily extended to track and augment
non-planar objects if their 3D structure is known. For motion pa-
rameterization, we tried both a 2D homography and a 3D pose.

The software for the experiments is implemented using OpenCV
for image processing and OpenGL for rendering. The multithread-
ing API OpenMP is also used to parallelize and speed up the algo-
rithm. Our test hardware consisted of a Flea-HICOL (1024x768)
camera and an InFoucus 1503D (1280x800) projector, both con-
nected to a computer with an Intel Xeon 2.27 GHz CPU.

4.1 Qualitative Experiments
To show the feasibility of our approach under various AR
paradigms, we did three qualitative experiments for each mentioned
AR paradigm.

4.1.1 Experiment 1: Projector-Based AR
Here we show a projector-based application similar to [2], where
parts of the expected imagery are printed on the board while the oth-
ers are projected. The projector-camera system was geometrically
calibrated using [1] without color calibration. We chose to optimize
for a 2D homography and then extract the 3D pose from it [11]. We
achieved 10 fps with the current implementation. The algorithm
successfully converged for the test sequence, which contains large
inter-frame motion and noise. Results are shown in Figure 1.

Due to the difference in our cost function formulation compared
to [2], we project an image for each iteration using incrementally
estimated pose parameters. This means that the real-virtual opti-
mization (augmentation with lighting) is affected and directly mea-
sured optically in the scene space every iteration, as opposed to
being simulated. Another difference is that in our optimization we
obtained an analytical solution while [2] evaluated the Jacobians
numerically. Moreover, even without color calibration or synchro-
nization between the projector and the camera, our method worked
well and was robust in handling the test sequences.

4.1.2 Experiment 2: Video-Based AR
For video-based AR, since the goal model is not planar, we directly
optimized for the 3D pose, which is parameterized using the twist

representation as in [12]. We tested our approach with two synthetic
sequences both of which were accurately tracked and augmented in
real time. Figure 3 shows the progression from an initial state with
some noise and large registration error to reduced error and finally
almost no registration error after nine iterations for a single frame.

(a) 1st iteration (b) 6th iteration (c) 9th iteration

Figure 3: (a) Initial misregistered appearance (note the bunny re-
gion). (b) Decreased registration error. (c) Converged state with
almost no error.

4.1.3 Experiment 3: Diminished Reality
Diminished reality removes an object or collection of objects and
replaces it with an appropriate background image [13]. It can
be considered a real-virtual registration process where objects are
tracked and augmented with virtual content that hides them.

We did a simple proof-of-concept diminished reality experi-
ment in which we computed the homography between consecutive
frames. For a single static camera view with a known static back-
ground, we tracked and “camouflaged” a portion of the planar real
object in real time, as shown in Figure 4. The result was achieved
using the same process as video-based AR.

(a) Real object (b) Frame 1 (c) Frame 106

Figure 4: (a) shows the real object, which is tracked and replaced
with background imagery and also augmented with an “opened”
window. Results of two frames are shown in (b) and (c).

4.2 Numerical Experiments
Two quantitative experiments were conducted, the results of which
show that our approach outperforms conventional AR systems in
terms of registration accuracy. We chose ARToolKit [6] to com-
pare our method with, as it is widely used in current AR systems.
Both of the test sequences used were synthetic so that we could also
calculate the absolute ground-truth registration data easily and have
pefect knowledge and control of the calibration. The parameters we
optimized for were the 3D pose. The error metric we used was the
mean-absolute-error in image intensity

E =
1
N ∑

u
|A(u)−B(u)| (8)

where A(u) and B(u) represent the ground-truth image and result
image respectively, and N denotes the number of pixels in an image.
The images were grayscale with intensity values in [0,255].

4.2.1 Experiment 4: Tracker Error
In this experiment, both our approach and ARToolKit were pro-
vided with correct calibration parameters, meaning the registration
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(a) Our result (b) ARToolKit result (c) Ground truth

Figure 5: Comparison of rendered results of frame 241. Our result
is much closer to the ground truth (note the green arrow).

accuracy can be attributed purely to pose estimates from the track-
ing. The test sequence contains a marker, which is initially almost
perpendicular to the viewing camera, undergoing a small amount of
movement. Visual registration results are shown in Figure 5.

Figure 6 shows numerical results of registration error for each
frame. Our results are more stable and accurate while there is a
significant amount of jitter in the ARToolKit result. This is because
ARToolKit tends to produce unreliable jittery pose estimates with
sequences captured from a frontal direction [9]. Our method enjoys
the benefit of measuring and correcting tracker errors by feedback
from the real-virtual registration.

Figure 6: Numerical comparison from experiment 4. Our results
(red curve) are more accurate and stable than ARToolKit (green
curve) in terms of mean-absolute-error in pixel intensity [0, 255].

4.2.2 Experiment 5: Calibration Error

In this experiment, we tested the same two approaches with inac-
curate calibration data, to simulate another common source of mis-
registration in AR systems. Specifically, the focal length parameter
of the camera calibration data is increasingly degraded. Figure 7
shows the registration error for different focal lengths, where focal
length f = 500mm is the correct value. For both of the approaches,
the registration error increases with the error in focal length. How-
ever, our approach still outperformed ARToolKit for all calibration
focal lengths.

5 CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a new approach for closed-loop
registration in AR, which is simple, effective and general for vari-
ous AR paradigms. This approach combines tracking and augmen-
tation for the purpose of registration in a more compact closed-loop
framework without using an extra step for correction. It can also be
easily combined with conventional open-loop trackers to cope with
significantly larger inter-frame motion. For future work, we plan to
fully correct registration errors due to calibration error and handle
complex situations such as lighting and partial occlusions.

(a) Our result (b) ARToolKit result

Figure 7: Comparison of registration accuracy with different
amounts of error in focal length calibration. Our result (a) is better
and contains less registration error than ARToolKit (b). The error
metric is mean-absolute-error in pixel intensity [0,255].
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