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ABSTRACT

The design of 3D user interfaces (3DUIs) for immersive head-
mounted display (HMD) environments is an inherently difficult
task. The fact that usually haptic feedback is absent and that vi-
sual body feedback is missing, hinders an efficient direct interac-
tion with virtual objects. Moreover, the perceptual conflicts, such as
double vision and space misperception, as well as the well-known
vergence-accommodation mismatch further complicate the interac-
tion, in particular with virtual objects floating in the virtual envi-
ronment (VE). However, the potential benefits of direct and natural
interaction offered by immersive virtual environments (IVEs) en-
courage the research in the field to create more efficient selection
methods.

Utilizing a Fitts’ Law experiment, we analyzed the 3D direct se-
lection of objects in the virtual 3D space as they might occur for 3D
menus or floating objects in space. We examined the direct interac-
tion space in front of the user and divided it into a set of interaction
regions for which we compared different levels of selection diffi-
culty. Our results indicate that the selection errors are highest along
the view axis, less along the motion axis and marginal along the or-
thogonal plane. Based on these results we suggest some guidelines
for the design of direct selection techniques in IVEs.

Index Terms: H.5.2 [Information Interfaces and Presentation]:
User Interfaces—Input Devices and Strategies, Evaluation / Metho-
dology; I.3.7 [Computer Graphics]: Three-Dimensional Graphics
and Realism—Virtual Reality

1 INTRODUCTION

The advent of affordable head-mounted displays (HMDs) renewed
the interest in immersive virtual environments (IVEs). Such
IVEs have the potential to offer natural and direct interaction
with objects displayed in the virtual world. In particular, the
workspace within the user’s arm reach provides a region, in which
the user can grab virtual objects similar to grabbing in the real
world. However, some of the often observed drawbacks of virtual
reality (VR) technologies, for instance, distance underestimation,
complicate the design of 3D user interfaces (3DUIs) in IVEs [37].
Although, we have recently observed significant improvements
in 3D input devices and motion tracking systems, using tracked
human gestures and postures in “mid-air” introduces challenges to
the design of high-performance interaction techniques in the 3D
space [8, 44, 43].

Indeed, interacting with natural gestures in 3D space opens up
new possibilities for exploiting the richness and expressiveness
of the interaction. Users can control multiple degrees-of-freedom
(DoFs) simultaneously, and exploit well-known real-world actions.
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However, as a matter of fact, interaction in the 3D mid-air is physi-
cally demanding and, therefore, often hinders user satisfaction and
performance [8]. The increase in the DoFs that have to be con-
trolled simultaneously as well as the absence of passive haptic
feedback and resulting interpenetration and occlusion issues when
“touching the void” [6, 7, 8] are often responsible for reduced per-
formance. 3D object selection is one of the fundamental tasks in
3DUIs. It is usually the initial task followed by more complex user
interactions such as 3D manipulations [3, 38].

In this context, virtual hand techniques are often considered to
be the most natural way of directly selecting virtual objects as
they map identically virtual tasks with real tasks, which stands
in contrast to indirect selection [3, 4]. However, direct selection
of a virtual object in a fully-immersive setup significantly differs
from selecting a physical object in the real world [2]. For in-
stance, users perceive the virtual environment (VE) stereoscopi-
cally with vergence-accommodation conflicts, and usually also can-
not see their real body, but at most a virtual representation in form
of a virtual hand, marker or 3D point in space.

Furthermore, even small imprecisions, inaccuracies and latency
of the used tracking system may cause slight mismatches between
visual appearance of the virtual hand and the user’s proprioceptive
and kinesthetic feedback [6, 7, 8]. Such a decoupling of motor
and visual space during natural hand interaction may degrade per-
formance due to the kinematics of point and grasp gestures in 3D
space and the underlying cognitive functions [27, 46]. An increased
vergence-accommodation conflict has been found to affect size and
distance judgments, as well as judgments of interrelations between
displayed virtual objects [7, 26]. So far, while the perceptual prob-
lems in fully immersive VR are known, it is assumed that the main
error for selection tasks in HMD environments is in the movement
direction [7]. We hypothesize that the main reason for errors lies in
the distance estimation and is thus along the viewing axis.

Previous research focused on the selection of objects at arbitrary
positions in the virtual space around the user and different guide-
lines have been proposed [10, 18]. However, due to the perceptual
difficulties in HMD environments, it is necessary to revisit if the
known guidelines from real workspaces and traditional interfaces
apply for 3DUIs. One of the first steps towards that goal is to inves-
tigate whether there are any differences between the regions in the
user’s interaction space or not.

In this paper we compare direct 3D selection task performance
in a HMD environment using a Fitts’ Law experiment. We tested
different regions as well as different levels of difficulties, using the
metrics movement time, error rates, error distances, and resulting
effective throughput as overall performance indicator. The results
give interesting implications for the design of 3DUIs for direct se-
lection of objects displayed in mid-air space. In summary, our con-
tributions include the

• comparison of direct selection performance in different re-
gions in the space around the user, and

• guidelines for designing 3D user interfaces for direct selection
in the 3D space.



The remainder of this paper is structured as follows: Section 2
provides an overview about related work in the field of 3D selec-
tion in VEs. Section 3 describes the Fitts’ Law experiment that
we conducted. Results are described in Section 4 and discussed in
Section 5.

2 RELATED WORK

3D interaction in IVEs has been in the focus of many research
groups over the last decades [2]. Although direct interaction pro-
vides the most natural type of interaction with virtual objects, it is
often not possible to use direct interaction for objects that are not
located within arm’s reach.

Different indirect interaction techniques have been proposed,
such as the Go-Go [34] and HOMER technique [5], which allows
users to interact with virtual objects in vista space by nonlinear scal-
ing of hand positions within arm’s reach. In particular, these tech-
niques make use of the entire reachable space of a user’s arms dur-
ing interaction with distant objects, which may become exhausting
when interacting at a distance, and may thus result in degraded per-
formance over time [2]. Moreover, it is often observed that indirect
interaction techniques result in reduced performance during inter-
action with virtual objects located within arm’s reach compared to
direct interaction [32].

As an alternative to virtual hand approaches, pointing techniques
have been proposed, which do not utilize direct interaction with vir-
tual objects but instead cast rays [31], each approach offering solu-
tions to different problems, such as occlusion selection by manip-
ulation of the ray’s curvature with the off hand [33]. Other point-
ing techniques utilize heuristics to bend rays towards targets [39]
or cast volumes instead of shapes to increase the selection perfor-
mance [24]. While pointing techniques offer an efficient solution to
many VR selection problems, they require some level of abstraction
and might be less natural as virtual hand metaphors.

Direct Mid-Air Selection

According to Mine et al. [32], direct interaction leads to signifi-
cantly higher performance than manipulation of objects at a dis-
tance from the user’s hand. Most results from similar studies agree
on the point that optimal performance may be achieved when visual
and motor spaces are superimposed or coupled closely [9, 22, 46].

However, it is still an open research question, how the position
of virtual target objects located within arm’s reach may affect in-
teraction performance [16]. Direct interaction is subject to per-
ceptual limitations, e. g., the vergence-accommodation mismatch,
ghosting or double vision, which can result in strong misperception
effects [6, 7, 8]. Depending on the location of virtual objects, users
may be unable to discriminate interrelations or perceive distances
to objects to be smaller or larger than they are displayed [16, 26].
Furthermore, Hofmann et al. [16] show that some regions within the
user’s arm reach are considered to be more comfortable than others
by users without finding any differences in terms of performance.
Such distortions do not appear in the real world and may be related
to limitations of current technology to correctly reproduce natural
cues from the real world in a perfect way [48].

Moreover, internal representations of the 3D space are influenced
and updated by both visual as well as motor input, which may affect
interaction performance [41, 49]. Due to varying energy expendi-
ture between users based on differences in strength and endurance
of arm muscles, interaction performance in mid-air within arm’s
reach in IVEs may be affected by different factors related to the
ergonomics of direct interaction. In particular, contributing factors
may include interaction duration, hand and arm postures, frequency
of movements, and comfort [2].

Fitts’ Law and Selection

Fitts’ Law describes the tradeoff between speed and accuracy in se-
lection tasks [13]. Selections by touching or grasping objects with
a user’s hands can be split up into two phases, the ballistic and the
correction phase [25]. The ballistic phase consists of focusing on
the target object and bringing the hand in the proximity of the goal
by using proprioceptive motor control. After that, visual feedback
is used in the correction phase in order to incrementally reduce the
distance from the hand to the goal.

Fitts’ Law predicts the movement time MT for a given target
distance D and size W [13]. They are brought together in a log term
which describes the difficulty of the task overall with MT = a +
b · log2(D/W + 1). The values a and b can be empirically derived
for different setups. The index of difficulty (ID) is given by the
log term and indicates overall task difficulty; smaller or/and farther
targets result in increased difficulty. The formula has been extended
in order to get effective measures. The error rate is adjusted to 4%
by resizing targets to their effective width We. This is supported
by an international standard [17]. By calculating the average of the
measured movement distances, De can be determined. With that,
the effective throughput can be computed as a useful combination
of speed and accuracy: T P = log2 (De /We + 1)/MT .

The validity of Fitts’ Law for 3D interaction has been researched
in the last years. Results from studies of several research groups im-
ply that Fitts’ Law is indeed valid for the kinematics of arm move-
ments in a 3D interaction space [11, 28, 29].

In addition, Wingrave and Bowman [51] showed that Fitts’ Law
still holds when pointing in VEs. They observed that D was related
to the amplitude of the movement, and W to the visual size of the
target. Poupyrev et al. [35] defined the size of an object W accord-
ing to the vertical and horizontal angles, that the object occupies in
the user’s field of view (FOV).

Similarly, Kopper et al. [20] propose a modification of Fitts’ Law
as a model for human performance in distal pointing tasks. Their
model is based on angular amplitude and angular width as they ar-
gue that, contrary to classic 2D Fitts’ Law tasks, the objects are
floating in 3D space and the sizes and distances depend on the user’s
position, which can be solved by using angular measurements.

Ha and Woo adopt Fitts’ Law for 3D tangible augmented reality
environments with virtual hand metaphors [15] by using the model
established by Grossman et al. [14], which however was based on a
3D objects arranged on a 2D plane.

Murata and Iwase [1] proposed an extension of Fitts’ Law for 3D
pointing tasks introducing a directional parameter into the model.
Further studies investigating whether object selection in 3D mid-air
can be modeled by Fitts’ Law are described by Ware and Balakrish-
nan [47]. Finally, Teather and Stuerzlinger [40] found that using the
simple Euclidean distance is viable enough for their system using a
fish-tank VR system.

3 EXPERIMENT

In this section we describe the Fitts’ Law experiment in which we
analyzed direct selection in the user’s arm reach in an immersive
HMD environment. Based on previous findings discussed in Sec-
tion 2, we evaluate the following two hypotheses:

H1: Larger selection errors occur along the view direction than
along the movement direction.

H2: Fewer selection errors and a higher effective throughput are
present for selection targets located in lower interaction re-
gions.



Figure 1: User during the experiment. The inset shows the user’s
view to the VE with the white and blue target spheres as well as the
yellow sphere that visually represents the virtual finger tip.

3.1 Participants
We recruited 27 subjects for our experiment. Nine of them were
male and 18 were female (ages 19 - 25, M = 21.78, heights 1.58m -
1.86m, M = 1.72m). All of the subjects were students of human-
computer interaction or media communication from the University
of Würzburg, who received class credit points for the participation
in the experiment. One of the subjects was left handed, the remain-
ing 26 subjects were right handed. All but one of the subjects had
normal or corrected vision.

Using the technique proposed by Willemsen et al. [50] we mea-
sured the interpupillary distance (IPD) of each subject before the
experiment started (M = 6.26 cm, SD = 0.31 cm). Additionally, we
used the Porta and Dolman tests to determine the sighting dominant
eye of subjects [30]. The test revealed that seven subjects were left-
eye dominant (3 male, 4 female), whereas 20 subjects were right-
eye dominant (5 male, 14 female). We measured the arm length and
the height of the subject’s celiac plexus and calibrated the VE for
each subject accordingly.

Only three subjects reported no experience with stereoscopic 3D,
such as cinemas or TV. All other subjects reported at least some
experience (rating scale 0 = yes, 4 = no, M = 2.63, SD = 1.28). Nine
subjects reported that they have participated in HMD studies before,
and eleven subjects reported experience with HMDs (rating scale
0 = no experience, 4 = a lot of experience, M = 0.96, SD = 1.32).
The remaining seven subjects had no experience with HMDs. All
subjects were naı̈ve to the experimental conditions.

The mean of the total time per subject, including questionnaires
and instructions was about 55 minutes. The mean time for perform-
ing the actual experiment with the HMD on the head was about 36
minutes. Subjects were allowed to take breaks at any time.

3.2 Materials
As illustrated in Figure 1, subjects were instructed to stand in an up-
right position facing away from a wall. A Razer Nostromo keypad
was adjusted to a comfortable height for the non-dominant hand of
the user. Subjects were instructed to keep their hand at that position
during the experiment to confirm their selections.

The experiment was conducted with the user wearing an Ocu-
lus Rift (Developer Edition) HMD with an attached 6 DoF pas-
sive infrared (IR) target. The target was tracked by an Optitrack

V120:Trio, a passive, factory-calibrated IR tracking system, allow-
ing to track the position and orientation of the HMD and thus the
subject’s head. The Oculus Rift offers a horizontal FOV of approx-
imately 90◦ and a vertical FOV of 110◦ at a resolution of 1280 ×
800 pixels (640 × 800 for each eye).

Additionally, we attached another 6 DoF target to the index fin-
ger of the subject’s dominant hand (see Figure 1). The tracking
system uses three cameras with a resolution of 640×480 pixels, a
FOV of 47◦ and a latency of 8.33ms. The virtual stimulus (see Fig-
ure 1(inset)) used in the experiment displayed a 3D scene, which
was rendered with OpenGL on an Intel computer with an Core i7
3.8GHz CPU, 8GB of main memory and Nvidia GeForce GTX580
graphics card. For the Oculus Rift, we rendered the virtual scene
side-by-side and applied a barrel distortion afterwards.

The targets in the experiment were represented by spheres. All
but the current target sphere for one trial were always visible and
colored white. The current target was colored blue when the marker
was outside, and green when the marker was inside to give the sub-
jects a visual clue. The spheres were lighted in the order speci-
fied by the ISO 9241-9 standard [17]. As illustrated in Figure 2
each trial consisted of an arrangement of 8 spheres, 7 target spheres
which were forming a circle with each sphere at the same distance
to the 8th start sphere which was located at a comfortable position
in front of the subject’s celiac plexus [45].

3.3 Methods
At first, subjects completed between 2 and 6 supervised training
trials for the experimental phase to ensure that they understood the
task correctly. Those training trials were excluded from the analy-
sis.

We used a 2 × 9 × 3 × 2 design with the method of constant
stimuli for the experiment trials. The two sphere radii, three dis-
tances and nine ring positions, as well as the two repetitions were
uniformly and randomly distributed between all 108 trials for each
participant.

Each trial consisted of sequential selections of all 7 targets in
a full ring with recurring direct selections of the 8th target in the
center position, resulting in a total of 16 selections per trial and 8
visible target spheres. Using both oral and written instructions, the
subjects were guided to select the targets as quickly and accurately

Figure 2: Schematic illustration depicting the layout of the spheres.
The blue sphere depicts the starting position for all the trials. The
circle segments show the three evaluated distances and the red arm
depicts the subject’s arm reaching for the furthest distance while the
green person is in the starting position. The right side shows all the
positions of the sphere rings on one depth level. The bottom-left (BL)
ring shows an example configuration of seven target spheres during
one trial. Each of the nine rings represents a setup of seven spheres
used in another trial. Each trial consisted of the seven target spheres
of one ring and the blue starting position.



as possible, as it is common in most Fitts’ Law experiments [11,
28, 29].

While selecting a target correctly, subjects received visual feed-
back by changing the color of that target sphere from blue to green.
Like previous studies on mid-air-selection [6, 7], the subjects had
to confirm each selection by pressing a button on the keypad with
their non-dominant hand to avoid any jitter caused by pressing but-
tons with their dominant hand. Alternatively, a pen might be used
to point-and-click with the dominant hand, but Li et al. have shown
that using the non-dominant hand might even improve performance
for pen-based interfaces [23].

We computed the distance of the position of the index finger to
the sphere center, which indicated a selection if the distance was
less than the radius of the target sphere. If subjects performed
a selection while the target sphere was not highlighted green, we
recorded this as a selection error and advanced the trial state. The
dependent variables were movement time, error distance (deviation
from target center), error rate (percentage of targets missed), and
effective throughput (see Section 2).

With the calibrated celiac plexus height and the targets posi-
tion we defined a starting position of 35cm in front of the user’s
celiac plexus. Furthermore, we defined 9 interaction regions (rings)
around an axis straight away from the user, as illustrated in Figure 2.
Those regions were chosen since we wanted to evaluate whether
moving in a certain direction (despite the same ID) had any influ-
ence on the performance. The regions cover the user’s interaction
space. To ensure equal distances between the starting position, rep-
resented in the schematic by a blue sphere, we rotated the ring of
spheres by 45 degrees from the center axis.

Each of the rings in Figure 2 represents a ring of spheres like
the one denoted as BL (bottom left). In this Figure only the bot-
tom left ring is shown as a ring of spheres to ensure better visi-
bility. The visible sphere configuration in Figure 2 corresponds to
the configuration visible in the inset of Figure 1. Each trial con-
sisted of 8 spheres, the start sphere in the center (blue) and the 7
target spheres. In the following, we denote these interaction re-
gions as top-left (TL), top-center (TC), top-right (TR), middle-left
(ML), middle-center (MC), middle-right (MR), bottom-left (BL),
bottom-center (BC), and bottom-right (BR). Each sphere on differ-
ent distance levels has the same distance to the starting position.
Using the measured length L from forearm to index finger, we cal-
culated the distances of the spheres in the ring to the start position
as follows: D1 = L ·0.5, D2 = L ·0.65, and D3 = L ·0.8.

To be able to compare the different target distances, we scaled
the spheres to the two IDs 3.0 and 4.0. To achieve this, we com-
puted two sphere sizes W for each distance D by rearranging Fitts’
formula for the ID: W = D/(2ID −1).

According to Fitts’ Law, adapting the target size with respect to
the distance between selections results in larger targets for longer
selection distances, whereas the targets are smaller for shorter dis-
tances, thus resulting in the same task difficulty between the differ-
ent interaction regions.

Questionnaires Additionally to the main experiment trials,
we asked subjects to complete subjective questionnaires. Be-
fore and after the experiment subjects were asked to complete a
Kennedy-Lane Simulator Sickness Questionnaire (SSQ) [19]. Af-
ter the experimental phase subjects were asked to complete a Slater-
Usoh-Steed (SUS) presence questionnaire [42].

4 RESULTS

In the following section we summarize the results from the exper-
iment. Due to severe simulator sickness two subjects had to be
excluded. A third subject did not have corrected vision and was ex-
cluded, as well. Results from the remaining subjects were normally
distributed according to a Shapiro-Wilk test at the 5% level. We an-
alyzed the results with a repeated measure ANOVA and Tukey mul-

tiple comparisons at the 5% significance level. Degrees of freedom
were corrected using Greenhouse-Geisser estimates of sphericity
when Mauchly’s test indicated that the assumption of sphericity had
been violated.

4.1 Selection Performance
In this section we describe the analysis of the Fitts’ Law selection
performance of our experiment. In particular, we analyze the move-
ment time between subsequent selections, rate of missed targets,
error distances to target centers, and effective throughput. The ef-
fective throughput metric incorporates both the results for speed
and accuracy to form an estimate of the bottom-line performance.

Movement Time The results for the movement time are shown
in Figure 3(a). We found a significant main effect of position
(F(4.37,100.61) = 9.48, p < .001,η2

p = .29) on movement time.
Post-hoc tests revealed that the movement time was significantly
increased when objects were displayed at positions bottom posi-
tions BL, BC, and BR (see Figure 2) in comparison to the other
positions TL, TC, TR, ML, MC, and MR (p < .001). Further-
more, the movement time for the three distances differs signifi-
cantly (F(2,46) = 46.01, p < .001,η2

p = .67). As expected, we
found a significant effect of the ID on movement time (F(1,23) =
294.06, p < .001,η2

p = .93). We found a significant interaction ef-
fect between position and distance (F(7.04,161.91) = 3.63, p =
.001,η2

p = .14). The average movement time during the experiment
was M=1313ms (SD=371ms).

Error Rate The results for error rate are shown in Figure 3(b).
The results show that the error rate for the three distances dif-
fers significantly (F(1.59,36.63) = 20.56, p < .001,η2

p = .47). We
found a significant effect of the ID on error rate (F(1,23) =
43.14, p < .001,η2

p = .65). However, we found no significant
main effect of the position (F(8,184) = .86, p = .552,η2

p = .04)
on the error rate. The average error rate during the experiment was
M=8.8% (SD=11.3%).

Error Distance The results for error distances between the
center of each sphere and the finger position during selections
are shown in Figure 3(c). The results show that the error dis-
tance for the three distances differs significantly (F(1.34,30.82) =
139.55, p < .001,η2

p = .86). We found no significant main effect
of position (F(1.56,35.88) = .75, p = .447,η2

p = .03) on error dis-
tance. As expected, we found a significant effect of the ID on error
distances (F(1,23) = 204.97, p < .001,η2

p = .90). The average er-
ror distance during the experiment was M= 1.9cm (SD= 1.3cm).

Effective Throughput The results for the effective through-
put are shown in Figure 3(d). We found a significant main effect
of position (F(8,184) = 12.07, p < .001,η2

p = .34) on through-
put. Post-hoc tests revealed a significant decrease of the effec-
tive throughput when objects were displayed at bottom positions
BL, BC, and BR (see Figure 2) in comparison to the other po-
sitions TL, TC, TR, ML, MC, and MR (p < .001). The results
show that the throughput for the three distances differs signifi-
cantly (F(1.46,33.56) = 9.61, p < .001,η2

p = .30). Furthermore,
we found a significant interaction effect between position and dis-
tance (F(9.48,218.11) = 2.26, p < .02,η2

p = .09). Matching the
expectations from Fitts’ Law, we found a significant effect of the ID
on throughput (F(1,23) = 35.97, p < .001,η2

p = .61). The average
throughput during the experiment was M=1.98bps (SD=.44bps).

4.2 Error Distribution
In this section we analyze the distribution of selection errors along

• the finger’s movement vector between selections,

• the view axis from the dominant eye to the target, and
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Figure 3: Plots of the experiment’s results. The x-axis show the positions and the y-axis the a) movement time in ms, b) error rate in percent,
c) euclidean error distance in cm and d) the effective throughput in bits per second (bps). The black lines show the closest distance between
starting position and the target spheres. The dark gray lines stand for the middle distance and the light gray lines for the longest distance. Solid
lines represent the low ID and dotted lines the high ID.

• the view axis from the non-dominant eye to the target.

We could not find any significant main effect for errors in the
three directions (F(1.03,23.76) = .61, p = .449,η2

p = .03). How-
ever, we found a significant interaction effect between the three
distances and the three considered directions (F(2.04,46.96) =
.86.90, p < .001,η2

p = .79). Post-hoc tests revealed that for the
shortest distance errors significantly differed between movement
direction and dominant eye (t(23) = −5.26, p < .001), as well
as between movement direction and non-dominant eye (t(23) =
−5.52, p < .001), but not between dominant and non-dominant eye
(t(23) = .80, p = .432). However, we could not find any signifi-
cant differences for the larger distances. The error distributions are
shown in Figure 4.

The results for the short distances show that errors were dis-
tributed mainly along the view direction and less along the move-
ment direction. The lack of significant difference for larger dis-
tances can be explained by the fact that for these targets the view
directions and movement directions converged.

Movement Direction We found a significant difference be-
tween errors in movement direction and along the orthogonal axes
(t(23) = 2.81, p < .02). The error distribution along the finger’s
movement vector for each selection is shown in Figure 4(a). The
average error in movement direction was M=1.21cm (SD=.69cm)
and the average error along the orthogonal axes to the movement di-
rection was M=1.09cm (SD=.40cm). For the shortest distance, the
average error in movement direction was M=.83cm (SD=.13cm)
and along the orthogonal axes M=.93cm (SD=.14cm).

Dominant Eye The error distribution along the vector from
the subject’s dominant eye to the target position for each selection
is shown in Figure 4(b). We found a significant difference between
errors in the dominant eye’s view direction and along the orthog-
onal axes (t(23) = 2.59, p < .02). The average error in the domi-
nant eye’s view direction was M=1.20cm (SD=.60cm). The average
error along the orthogonal axes to the dominant eye’s view direc-
tion was M=1.10cm (SD=.50cm). For the shortest distance, the
average error in the dominant eye’s view direction was M=.93cm



(a) Movement direction (b) Dominant eye direction

Figure 4: Scatter plots showing the error distribution of selection points for the closest tested distance in the experiment over all three IDs: Errors
in (a) movement direction from the starting position to the target position as well as the axes orthogonal to the movement direction, and (b) the
viewing direction from the dominant eye towards the target as well as the axes orthogonal to the viewing direction during the experiment.

(SD=.15cm) and along the orthogonal axes M=.83cm (SD=.14cm).

Non-dominant Eye The error distribution along the vector
from the subject’s non-dominant eye to the target position for each
selection is shown in Figure 4(c). We found a significant difference
between errors in the non-dominant eye’s view direction and along
the orthogonal axes (t(23)= 2.53, p< .02). The average error in the
non-dominant eye’s view direction was M=1.19cm (SD=.59cm).
The average error along the orthogonal axes to the non-dominant
eye’s view direction was M=1.11cm (SD=.51cm). For the short-
est distance, the average error in the non-dominant eye’s view di-
rection was M=.92cm (SD=.14cm) and along the orthogonal axes
M=.83cm (SD=.13cm).

4.3 Questionnaires

Before and after the experiment, we asked subjects to judge their
level of simulator sickness as well as their subjective sense of pres-
ence. While we measured an average pre-SSQ score of M = 10.29
(SD = 9.80), the post-SSQ score was M = 34.15 (SD = 21.99). The
increase in simulator sickness over the time of the experiment was
significant (t(23) =−5.83, p < .001). The mean SUS-score for the
reported sense of feeling present in the virtual scene was M = 3.33
(SD = 1.52), which indicates a reasonably high level of presence.

5 DISCUSSION

Fitts’ Law was developed with a focus on two-dimensional inter-
faces, offering valuable and precise estimations on the potential
time necessary to fulfill a task and hence the performance [12]. Af-
terwards, MacKenzie et al. have shown that Fitts’ Law also applies
to 3D spaces [27], and Teather and Stuerzlinger expanded the ap-
plication of the law to VEs [40]. All of those works focused on
the errors along the movement direction, since the very definition
of Fitts’ Law includes the width along the axis of motion. How-
ever, our results imply that in HMD environments the errors along
the visual axis are dominant. Our results suggest that the errors are
larger in perception space than in motor space.

These results supports our hypothesis H1, i. e., the movement
direction is less a cause of errors than the view direction, which
is in line with results found for touch interaction in stereoscopic
tabletop environments [6, 7]. An increase of the interaction distance
causes a convergence of the motion axis and the visual axis in touch
selection tasks. This could explain why at increased distances we
could not find a significant difference. However, the errors do not
disappear, but rather accumulate at a distance, which might be the
reason for the misconception that the errors are mainly due to the
movement direction.

While analyzing the distribution of errors along the viewing
direction, we calculated a 95% confidence ellipsoid [36], which
is visualized in Figure 4.3. On the axes strafe, up, and view
the center is located at position (0.16,−0.47,−0.59) with radii
(1.83,2.11,3.91). Considering the errors were made mostly along
the viewing axis, further investigations might show that increased
tolerance along the viewing axis would allow faster and more pre-
cise selections in HMD environments.

Moreover, we found differences regarding the performance de-
pending on the location of the interaction spaces as illustrated in
Figure 3(d). Contrary to our hypothesis H2, our results show that
the apparently more comfortable lower regions offer significantly
reduced performance compared to the top positions, despite the
same distances to the starting position and the same index of dif-
ficulty.

Since all constellations had the same two indexes of difficulty
in motor space, this behavior could be caused by the increased dis-

-5

+5

-5

+5

+5

-5

strafe

up

look

Figure 5: 95% confidence ellipsoid encompassing the hit points of
the experiment around the center of the targets.



tance along the view axis and thus the increased difficulty in the per-
ceptual space as discussed above. Despite the increased radii of the
spheres at distance, which was done to ensure that the ID remained
the same at different distances, the low resolution of the Oculus Rift
HMD may also be considered a contributing factor to the effect for
more distant targets due to the reduced visual acuity. Future work
may focus on evaluating higher resolution displays, which will help
to improve the understanding of the reasons for the observed ef-
fects. Furthermore, future work should consider if microlens ar-
ray HMDs, which address the accommodation-convergence con-
flict [21], could provide better distance estimations.

6 CONCLUSION AND FUTURE WORK

In this paper we investigated interaction spaces for 3DUIs in HMD
environments. Our Fitts’ Law experiment shows that the main
factor causing errors in 3D selection is the visual perception and
not, as presumed, the motor movement direction during selections.
The error in the movement direction, which was presumed to be
paramount, induces only part of the error.

We found significant more errors along the viewing axis than
along the orthogonal axes. With these results, we suggest increased
tolerance along the viewing axis, and proposed an ellipsoid cursor.
Further research could investigate the effects of an increased error
tolerance along the viewing axis, which could potentially improve
selection task accuracy in IVEs.

Moreover, our results indicate that the bottom regions, which are
farther away along the viewing axis, are worse for precise tasks, de-
spite the fact that they have similar IDs compared to visually close
regions.

We propose the following guidelines for immersive HMD envi-
ronments:

G1: 3D selection tasks, which require high precision, should be
restricted to a level close to the eyes despite more comfortable
interaction in the lower regions.

G2: For accurate selections of spherical targets, such as points, we
suggest inflating the selection space using an ellipsoid cursor
as illustrated in Figure 4.3, which covers the 95% confidence
region for touch selections.

Our results suggest that the ellipsoid cursor shown in Figure 4.3
can significantly improve selection performance over the tested in-
teraction regions. However, future work should focus on devel-
oping a model of the size and form of the ellipsoid in relation to
position and viewing distance within arm’s reach and beyond.

Future experiments should evaluate such perceptually-inspired
3D selection regions of virtual objects, which have the potential
to result in improved task performance. Moreover, further studies
are required to elucidate the contributing factors to such distribu-
tions of touch points, which may include the effective visual acuity
provided by the display as well as the well-known spatial misper-
ception in stereoscopic VEs.
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