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Abstract

Head-mounted displays (HMDs) allow users to immerse in a virtual envi-

ronment (VE) in which the user’s viewpoint can be changed according to the

tracked movements in real space. Because the size of the virtual world often

differs from the size of the tracked lab space, a straightforward implementation of

omni-directional and unlimited walking is not generally possible. In this article

we review and discuss a set of techniques that use known perceptual limitations

and illusions to support seemingly natural walking through a large virtual envi-

ronment in a confined lab space. The concept behind these techniques is called

redirected walking. With redirected walking, users are guided unnoticeably on a

physical path that differs from the path the user perceives in the virtual world by
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manipulating the transformations from real to virtual movements. For example,

virtually rotating the view in the HMD to one side with every step causes the user

to unknowingly compensate by walking a circular arc in the opposite direction,

while having the illusion of walking on a straight trajectory. We describe a num-

ber of perceptual illusions that exploit perceptual limitations of motion detectors

to manipulate the user’s perception of the speed and direction of his motion. We

describe how gains of locomotor speed, rotation, and curvature can gradually alter

the physical trajectory without the users observing any discrepancy, and discuss

studies that investigated perceptual thresholds for these manipulations. We dis-

cuss the potential of self-motion illusions to shift or widen the applicable ranges

for gain manipulations and to compensate for over- or underestimations of speed

or travel distance in VEs. Finally, we identify a number of key issues for future

research on this topic.

Keywords: perception, virtual reality, immersive virtual environment

1. Locomotion in Virtual Environments

In the real world we navigate with ease by walking, running, driving etc. Sen-

sory information such as vestibular, proprioceptive, and efferent copy signals as

well as visual information create consistent multi-sensory cues that indicate one’s

own acceleration, speed and direction of travel. Since walking is the most basic

and intuitive way of moving within the real world, keeping such an active and dy-

namic ability to navigate through large-scale virtual environments (VEs) is highly

desirable for many 3D applications, such as urban planning, tourism, 3D enter-

tainment, serious games, robotics etc. Although these application domains are

inherently three-dimensional, usually virtual reality (VR)-based user interfaces
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do not support real full-scale walking [1].

Immersive VEs were initially restricted to visual displays, combined with in-

teraction devices for providing (often unnatural) inputs (e. g., a joystick or mouse)

to generate self-motion. More and more research groups are investigating nat-

ural, multimodal methods of generating self-motion. Typically, immersive VEs

are characterized, for example, by head-mounted displays (HMDs) and a tracking

system for measuring position and orientation data.

An obvious approach to implement real walking in such a setup is to map the

user’s head movements or gaits to changes of the virtual camera by means of a

one-to-one mapping. This technique has the drawback that the user’s movements

are restricted by the limited range of the tracking sensors and a rather small tracked

lab space in the real word. Therefore, the first challenge for virtual locomotion

interfaces is that they enable walking over large distances in the virtual world

while physically remaining within a reasonably small space.

To address unlimited walking in immersive VEs, various prototypes of inter-

face devices have been developed to prevent a displacement in the real world.

These devices include torus-shaped omni-directional treadmills [2, 3, 4], mo-

tion foot pads, robot tiles [5, 6] and motion carpets [7]. All these systems are

costly and support only a single user. For multi-walker scenarios it would be nec-

essary to equip each user with a separate device therefore increasing the costs

enormously. Although these hardware systems represent distinctive technological

achievements, most likely they will not be generally available in the foreseeable

future due to the described limitations. Hence there is a demand for alternative,

more cost-effective and practical approaches. As a solution to this challenge, trav-

eling by exploiting walk-like gestures has been proposed in several scenarios that
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give the user the impression of walking. For example, the walking-in-place ap-

proach exploits walk-like gestures to travel through a VE, while the user stays

physically at almost the same position [8, 9]. However, real walking has been

shown to be a more presence-enhancing and natural locomotion technique than

any of these navigation metaphors [9, 10].

1.1. Natural Locomotion and Redirected Walking

As an alternative to the technological achievements in locomotion hardware

devices, a counter-movement has gained a foothold in the VR community for

supporting unrestricted real walking. Redirected walking denotes approaches in

immersive VEs that do not rely on locomotion hardware, but which are inspired

by findings from the field of psychology. The goal of redirected walking is to

break the limitations imposed by the tracking space in the physical world, and

provide users with the ability to explore an arbitrarily-sized VE. Therefore, several

techniques with different strengths and weaknesses implement redirected walking:

Repositioning techniques redirect the user by manipulating the correspondence

between points in the physical and virtual world to compress a larger virtual space

into a smaller physical workspace [11, 12]. Reorientation techniques, on the other

hand, attempt to inconspicuously rotate the user’s heading away from obstacles

or the boundaries of the physical workspace [13]. Change blindness techniques

redirect the user by manipulating the scene geometry, for instance, changing the

position of a door to guide him in the physical world, e. g., preventing him from

leaving the tracked lab space [14, 15, 16]. Some of these redirection techniques

are designed to be overt to users, i. e., the user is aware of the manipulation. Subtle

redirection techniques, in contrast, avoid that users notice the manipulation. In this

article we focus on subtle redirection techniques.
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With subtle redirected walking the user is redirected in the real world via per-

ceptually undetectable manipulations applied to the displayed scene, causing users

to unknowingly compensate by repositioning or reorienting themselves [17]. In

Figure 1 the concept of redirected walking is illustrated; the physical trajectory de-

viates from the path in the virtual world. While initial proofs-of-concept demon-

strated the effectiveness of the techniques in preventing collisions with physical

obstacles in VR labs, later research focused on identifying thresholds and factors

that preserve or enhance the effectiveness of the techniques, while keeping applied

manipulations to visual stimuli below just noticeable differences, i. e., making the

techniques undetectable for users.

1.2. Consistent Perception of Locomotion in Virtual and Real Environments

In addition to the problem of physically confined space, there is a second chal-

lenge in constructing a fully natural locomotion interface for VEs. This challenge

consists in discrepancies between perception in real and virtual environments. For

example, distances in virtual worlds are underestimated in comparison to the real

world [18, 19, 20, 21], visual speed during walking is underestimated in VEs [22],

the distance one has traveled is underestimated [23, 24, 25], and users have other

general difficulties in orienting themselves in virtual worlds [26, 27, 28]. Al-

though this is helpful for redirected walking – because users tolerate a certain

amount of inconsistency between visual and proprioceptive sensation in immer-

sive VEs [17, 29, 30, 31, 32, 33, 34, 35, 36, 37] – it is nonetheless desirable that

users have a consistent and natural experience in their virtual world.

Perceptual illusions normally break the correspondence between objective prop-

erties of visual stimuli and their subjective interpretation. Turning this principle

around, visual illusions can be implemented in VE software to support a better
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perceptual match between the user’s perception of self-motion and the user’s real

self-motion in the virtual environment [38]. In particular, illusions related to op-

tic flow may change the user’s perception of his self-motion in the virtual world

independently of his actual self-motion in the virtual world. This may be used to

tune virtual locomotion cues in order to provide natural perception of self-motion

in immersive VEs.

In the scope of this article we provide a classification of different approaches

in the research field of redirected walking, and give an overview of psychophys-

iological experiments that were conducted to answer the question of how much

manipulation applied to the visual feedback in immersive VEs can be unnotice-

able for the user. Moreover, we discuss how virtual self-motion perception can be

changed by biasing cue integration with visual illusions, which may reduce con-

flicts between real and virtual self-motion perception, or may be used to improve

the effectiveness of redirection techniques. We begin by describing a number of

key limitations in human self-motion perception.

2. Limitations and Illusions in Visual Self-Motion Perception

When visual, vestibular, and proprioceptive sensory signals that normally sup-

port self-motion perception are in conflict, such as when visual motion stimuli are

presented to stationary human subjects, vision can dominate vestibular and propri-

oceptive information. For example, in the illusion of linear vection [39] observers

feel themselves moving although they are physically stationary simply because

they are presented with large field visual motion that resembles the motion pat-

tern normally experienced during real self-motion. This motion pattern is called

optic flow, and much research has shown that humans can in principle extract
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self-motion information from optic flow (cf. [40, 41]). Four aspects of optic flow

analysis are particularly important in the scope of this article: (1) the perception

of the momentary path (direction and curvature), (2) the perception of the dis-

tance that has been traversed during a movement, (3) the perception of speed of a

simulated self-motion, and (4) the perception of motion without movement.

2.1. Heading and Path Perception

The momentary direction of self-motion of a locomoting person is called head-

ing. Heading perception has been extensively researched in psychophysical stud-

ies in which human subjects were presented with an optic flow through a virtual

scene, and had to discriminate, for example, whether the self-motion depicted by

the optic flow would pass left or right of a target location in the scene. This re-

search found that humans are quite good at estimating momentary heading from

optic flow [40, 41] but prone to perceptual errors in certain situations in which the

flow field becomes ambiguous [41, 42, 43, 44].

One such situation occurs when the self motion consists of the combination

of forward movement and gaze rotation, i. e. when one looks at an object dur-

ing movement. When the optic flow displays a rotation of gaze around a vertical

axis in addition to the forward movement of the observer the flow field looks

very similar to a flow field that arises from movement along a curved path [45],

and human subjects often confound the two and perceive self-motion along a

curve [42, 44, 46]. This ambiguity provides a basis for visually tricking subjects

into believing they move in a curve when in fact they move along a straight line,

and vice versa. When human subjects are presented with flow fields that simu-

late true movement along a curved path they are capable to correctly perceive the

momentary heading, i. e., the tangential to the path [46, 47, 48, 49, 50]. Thus,
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the misperception of curved motion in the situation described above suggests a

perceptual bias towards interpreting rotations in the optic flow display as move-

ment on a curved path [44]. This misperception is not due to a lack of vestibular

input, since it occurs also for real movement in darkness [51]. It can be dis-

ambiguated by visual landmarks that signal body orientation with respect to the

environment [52, 53, 54].

A constant static rotation of the display also induces curved walking trajecto-

ries towards a goal because it introduces an initial mismatch between the direction

of the goal and the body movement [55, 56, 57, 58]. Subjects in this case quickly

become aware of the mismatch and counteract it by steering a curve [59, 60].

2.2. Travel Distance

To convincingly provide the simulation of a large traversable environment in a

small confined space one needs to manipulate the user’s perception of the distance

traversed during a movement. Visual motion during self-motion provides cues

about the travel distance, such as the speeds of the visual flow. Within the VE,

these cues are consistent such that they provide veridical information about the

distance covered in terms of the scale of the simulation. Human subjects can use

these cues to discriminate travel distance intervals [61, 62]. However, when travel

distances have to be compared to static distances, even within the VE, character-

istic estimation errors occur such that distances can be severely under- [23, 63]

or overestimated [64], depending on the perceptual task given to the subject [65].

These experiments have suggested that humans keep track of the distance they

traveled, or the remaining distance to a goal, through a process of leaky path inte-

gration [65, 66, 67].

Several further sensory and motor signals in addition to vision support travel
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distance perception during walking. Among them are vestibular and propriocep-

tive cues, stride length, step frequency, and motor efference copy signals. Success

in manipulating a user’s perceived travel distance in redirected walking requires

to manipulate the relationship between these cues such that the user perceives

a virtual (visual) distance that is different from the real (proprioceptive or motor)

distance. The contribution of the various signals are seen when they are put exper-

imentally in conflict, such as when the visual movement is larger or smaller than

the physical (motor/proprioceptive) movement. This is effectively a gain change

of the visual motion with respect to the motor signals and has been shown to alter

the perception of travel distance [30, 68, 69].

2.3. Speed

A change in the gain between the physical movement and the visual signal

also affects the perception of the speed of one’s own movement. The influence of

walking on visual speed perception is seen in the observation that visual speeds

appear slower during walking than during standing [22] and that visual speed

estimation during walking depends on various motor parameters [70, 71]. How-

ever, humans show quick adaptation to changes in gain between motor and visual

parameters [68, 72]. Like the visual estimation of travel distance [62] this recali-

bration is based on perceived self-motion speed, not simply on visual speed [73].

Visual speed, i. e., the speed of motion signals in the optic flow during self

movement, is not uniquely related to self-motion speed, since for any forward

self-motion the visual velocity of any point in the scene depends on the distance

of this point from the eye. Points further away move slower than points closer to

the eye. Nevertheless, manipulations of visual speed affect perceived self-motion

speed. In this regard visual illusions are useful that rely on the properties of human
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visual motion detectors to present an illusory motion percept for stimuli that are,

in truth, fully stationary.

2.4. Motion Perception without Movement

The human brain senses motion via motion detectors that can be described as

space-time oriented filters tuned for specific directions of motion [74]. These de-

tectors respond to luminance signals that move from one position to another within

a certain time interval, and consist of excitatory and inhibitory image regions that

are aligned with a particular motion direction. The final detector response (mo-

tion energy) is generated by calculating the difference between the (squared) filter

responses in the preferred and the opposite direction.

Because of the interaction between the two opposing directions and the ex-

citatory and inhibitor image regions of the individual filters, a contrast inversion

of a moving image can generate an illusory motion response in the reversed di-

rection. This is known as reversed phi motion. This contrast inversion effect is

used in the four-stroke motion illusion [75] to construct consistent unidirectional

motion from just two frames of a motion sequence, although the position of image

elements only jumps back-and-forth between frames.

Instead of the contrast inversion, which supports the reversed phi part of the

four stroke motion illusion, a gray screen can be briefly presented after the two

frames of a motion, resulting in the illusion of two-stroke motion [76]. The gray

screen disrupts the detection of the opposite motion by the motion detectors and

masks the jump back to the first frame of the motion resulting in continuous mo-

tion perception.

The motion without movement illusion [77, 78] creates a continuous motion

signal from just a single static image by applying a pair of oriented edge filters
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to the image and re-combining them using a time-dependent blending to form

a transformed view of the image. The oriented edge filters reinforce amplitude

differences at luminance edges in images, which leads to a motion energy response

of the motion detectors, and cause the edges to be slightly shifted forward or

backward dependent on the orientation of the filter.

3. Redirection with Gain Manipulation

The previously described limitations of self-motion perception can be ex-

ploited in immersive virtual environments to redirect the user by decoupling the

real and virtual traveling path. This is achieved by manipulating the visual feed-

back users receive about their self-motion in the virtual scene. The users com-

pensate for the induced discrepancy between vision and other sensory signals by

adapting their real (physical) traveling path. As a result, users may walk further

or shorter, rotate further or shorter, or walk on curve-like trajectories while ap-

parently walking straight in the VE. To achieve the redirection of users, gains

are applied to the tracked real-world movements consisting of translations, rota-

tions, or a combination of both. By combining both types of movements users

can navigate on curve-like trajectories. As the gains are applied on the motion of

the camera, all objects in the scene are manipulated in the same manner. In the

following, we describe the technical implementation of the gain manipulation for

translations, rotations, and path curvatures.

3.1. Translation

Assuming that the coordinate systems of the tracked lab space and virtual

world are calibrated and registered, a tracked change of the user’s position de-

fined by the vector Treal = Pcur − Ppre, with Pcur the current position and Ppre

11



the previous position, Treal is mapped one-to-one to the virtual camera. Then, the

virtual camera is moved by |Treal| units in the corresponding direction in the vir-

tual world coordinate system. The tracking system updates the change of position

several times per second as long as the user remains within the range of the track-

ing system. A translation gain gT ∈ R is defined by the quotient of the mapped

virtual world translation Tvirtual and the tracked real world translation Treal, i. e.,

gT := Tvirtual
Treal

. When a translation gain gT is applied to a translational movement

Treal the virtual camera is moved by the vector gT · Treal in the corresponding di-

rection. This means that if gT = 1 the virtual scene remains stable considering

the head’s position change. In the case gT > 1 the displacement in the virtual

scene is greater than in the lab space, whereas a gain gT < 1 causes a smaller

displacement in the virtual scene compared to the displacement in the lab space.

In practical implementations, the translation gains are usually only applied in the

main walk direction, and not to lateral or vertical head movements [18].

3.2. Rotation

Real-world head rotations can be specified by a vector consisting of three an-

gles, i. e., Rreal := (pitchreal, yawreal, rollreal). The tracked orientation change is

applied to the virtual camera. Rotation gains are defined for each component

(pitch, yaw, roll) of the rotation. A rotation gain gR ∈ R is defined by the quo-

tient of the considered component of a virtual world rotation Rvirtual and the real

world rotation Rreal, i. e., gR := Rvirtual
Rreal

. When a rotation gain gR is applied to a real

world rotation α, the virtual camera is rotated by α · gR instead of α. This means

that if gR = 1 the virtual scene remains stable considering the head’s orientation

change. In the case gR > 1 the rotation of the virtual scene is greater than the

head turn, whereas a gain gR < 1 causes a smaller rotation of the virtual scene
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compared to the head turn in the lab space. For instance, if the user rotates his

head by 90◦, a gain gR = 1 maps this motion one-to-one to a 90◦ rotation of the

virtual camera in the VE. The appliance of a gain gR = 0.5 means that the user

has to rotate the head by 180◦ physically in order to achieve a 90◦ virtual rotation;

a gain gR = 2 means that the user has to rotate the head by only 45◦ physically

in order to achieve a 90◦ virtual rotation. Rotation gains are usually applied to

yaw rotations, which are the most often manipulated movements for redirected

walking [17, 31, 32, 33, 34, 35].

3.3. Path Curvature

Instead of multiplying gains with translations or rotations, offsets can be added

to real-world movements. In particular, if a translational movement of a user is

tracked in the lab space, a rotational offset can be added to the virtual camera

orientation, e. g., rotating the camera around the center of the user while the user

walks straight. For example, when the user moves straight ahead, iterative cam-

era rotations to one side enforce the user to walk along a curve in the opposite

direction in order to stay on a straight path in the virtual world. If the injected

manipulations are reasonably small, the user will unknowingly compensate for

these offsets. Curvature gains gC ∈ R are used to describe the resulting bend of a

real-world path. The curve is determined by a circular arc with radius r, and we

define gC := 1
r
. In case no curvature is applied it is r = ∞⇒ gC = 0, whereas

if the curvature causes the user to rotate by 90◦ clockwise after π
2
m the user has

covered a quarter circle with radius r = 1⇒ gC = 1.
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4. Perceptual Thresholds for Gain Manipulations

Gain manipulations are effective ways to decouple the user’s path in the virtual

world from the path in the real world (Figure 2), and to enable path modification

in the real world that confine the real movement to a smaller space than the vir-

tual movement. However, in order to avoid breaks of the immersion in the virtual

world [79] it is desirable that the manipulations go unnoticed by the user. Hence,

one wants to decouple the user’s real movement from his virtual movement with-

out the user noticing. This is possible because of the limitations of self-motion

perception described above, but obviously only within bounds. Thus, one must

ask what the thresholds for perception of deviations between the real and the vir-

tual movement are. As long as the manipulations of the scene stay below these

thresholds, the displacement of the virtual world might be faster, slower or even

curve-like instead of straight while the user believes to walk straight at his usual

pace.

Thresholds for gain manipulations were determined in a series of experiments

by Steinicke et al. [80]. These experiments used a two-alternative forced-choice

(2AFC) task in which the subject was asked whether he perceived a physical

movement as smaller or greater than the virtual movement that was displayed in

the HMD that he wore. In each trial, the subject had to perform a predetermined

movement (either a rotation or a translation), and the HMD displayed a movement

that was either smaller than the real one (g < 1) or it was greater (g > 1). The

performance was measured as the proportion of “greater” responses as a function

of g. The value of g for which the subject responded equally often with “greater”

and “smaller” gives the point of subjective equality (PSE). It represents the gain

at which the subject judges the physical and the virtual movement as identical. If

14



the PSE is not identical to g = 1 the subject over- or underestimates the virtual

movement with respect to the real movement. If g becomes increasingly larger

or smaller than the PSE, differences between the virtual and the real movement

become more noticeable. The detection threshold is defined as the gain at which

the proportion of correct responses was 0.75. Because the gain can be larger or

smaller than the PSE, there is a separate threshold for gains larger than 1 (the up-

per detection threshold (UDT)) and for gains smaller than 1 (the lower detection

threshold (LDT)).

Figure 3a and b illustrate the PSEs together with the detection thresholds

for rotations and translations. Rotation angles can be increased up to a gain of

gR = 1.24 or decreased down to a gain of gR = 0.67 without the user noticing.

Evaluating rotation gains using a 3rdTech HiBall low-latency tracking system,

Bruder et al. [81] determined thresholds of gR = 1.26 and gR = 0.68. In similar

experiments using a Barco CRT projector to emulate a zero-latency HMD, Jerald

et al. [82] found ranges of head rotations to go unnoticed by subjects between

gR = 1.052 and gR = 0.887, which are tighter than found for current-state HMDs

and tracking systems. Both results indicate that users appear to be more sensitive

to scene motion if the scene moves against the direction of head motion than if the

scene moves with the head motion. The results are consistent with the asymmetric

sensitivity to virtual head rotations observed by Jaekl et al. [36], who found in an

experiment aimed at determining perceptually “stable” head yaw rotations a shift

towards a gain of gR = 1.15. Jerald and Steinicke [83] discuss potential reasons

for this phenomenon. Analyzing body rotations over different angles in immersive

VEs, Bruder et al. [84] found similar thresholds, as well as the tendency that gains

applied to smaller rotation angles appear less detectable by users, which provides
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interesting guidelines for practitioners. In experiments evaluating the effects of

attention on detectability of rotation gains, Peck et al. [31, 85] found that the prac-

tically applicable ranges of rotation manipulations can be significantly increased

if “distractors” are embedded in the visual stimulus.

For translations, Steinicke et al. [80] found that virtual translations can be

scaled up to a gain of gT = 1.26 or scaled down to a gain of gT = 0.86 (Fig-

ure 3b). Bruder et al. [81] found thresholds of gT = 1.29 and gT = 0.87 for an

experimental setup using a different HMD, tracking system, visual stimulus and

subject groups. While in these experiments subjects were instructed to focus on

scene motions, anecdotal evidence suggests that translation gains up-scaling vir-

tual motions by up to +100% are still not considered as overly distracting by users

if they are engaged in a task in the virtual environment [35].

Steinicke et al. [80] also investigated detection thresholds for path curvature

during manipulations of curvature gain. Subjects walked a straight path in the VE,

which was physically bent by a curvature gain gC either to the left or to the right.

Subjects then had to judge if the physical path was bent to the left or to the right.

Analysis of the response data showed that the user’s path can be bent without the

user noticing by 13◦ (gC = 0.045) to the left or to the right after walking a 5m

distance (Figure 3c). Thus, a straight path in the VE can be turned into a circular

arc in the real world with a radius of approximately 22m. Therefore, if the lab

space covers an area of approximately 40m×40m, the user can perform unlimited

straight movements in the VE, while in fact he is walking on a circular arc in the

physical world. These results approximate space requirements suggested by Raz-

zaque et al. [17], who pointed out that a VR lab space of approximately 60m×60m

would be sufficient to render vestibular feedback to changes in heading entirely
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undetectable to users. In a different experiment, Bruder et al. [81] found a ra-

dius of 14.92m sufficient for 75% detection thresholds, which may be explained

by the different physical setup, visual stimulus and subject groups, which have

been suggested as potential factors affecting detectability of manipulations [17].

Investigating reasons for varying sensitivity to curvature gains, Neth et al. [86]

observed that the detectabiliy of curvatures was reduced for slower translation ve-

locities, whereas higher velocities resulted in increased sensitivity to curvatures

and tighter ranges of possible manipulations. Along the lines of adaptive curva-

ture controllers proposed by Engel et al. [87], which were based on determining

detection thresholds for each user before exposure to virtual tasks, they suggest

to incorporate a control logic into practical redirected walking implementations

that derives maximum curvature gains from user behavior. This approach has the

potential to result in less space requirements than imposed by constant manipu-

lations based on the average or lowest individual detection thresholds measured

over a population of test subjects.

These results show that redirected walking is a useful, low-cost technique to

implement real walking in VEs, even for large VEs and small physical spaces.

One has to note, moreover, that the gain thresholds obtained in these experiments

are minimum values, since the subjects were explicitly attending to the differ-

ences between real and virtual movements. If they do not attend to these differ-

ences thresholds are likely to be even higher. In addition, distractors can be added

to the scene that shift away the user’s attention during gain manipulations [85].

Moreover, rotation, translation and curvature gains may be used in combination.

Rotation gains, in particular, can be applied during saccadic eye movements when

the user is stationary, because saccadic suppression will mask the visual rotation
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further. Thus, when the virtual scene invites many turns, a combination of rotation

and translation gains can make the virtual space almost infinitely large [87].

5. Tuning Ego-Speed Perception with Self-Motion Illusion Techniques

When the mapping of a user’s movements from the real world to a virtual scene

is changed with gain manipulations, a quantitative discrepancy between real and

virtual motions is introduced. This discrepancy is in addition to discrepancies

that exist between perception in real and virtual environments in general. Visual

illusions can be used to remedy these discrepancies. It is possible to affect the

user’s perception of ego-speed, for example, via apparent self-motion illusions by

manipulating optic flow fields [38]. These illusions can tune a user’s ego-speed

judgments to compensate for over- or underestimations of speed or travel distance

that are often found in immersive VEs. Moreover, they can also be used to shift or

widen the applicable ranges for gain manipulations discussed in Section 4. Below

we will discuss how these illusions can be implemented in VEs and how they

affect the user’s self-motion perception.

5.1. Adding Visual Ego-Speed Signals to Virtual Environments

The principle behind the different techniques is the following: The view that

the user sees in the HMD is modified by adding motion signals to the image that

stimulate motion detectors and cause the perceived self motion to be either smaller

or larger than the true self-motion. The additional motion signals are blended into

the image and need to be consistent with the direction of the user’s real self-

motion in order to affect only speed components. The visual speed of the optic

flow illusions is thus specified relative to the user’s virtual self-motion, which is

known from the head tracking and the elapsed time between two frames.
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As described in Section 3, the actual motion of the user can be scaled with

translation gains gT , causing the user’s virtual motion to deviate from the real-

world movement with gT · Treal. In the same way, additional motion signals from

illusory motions can be scaled with gains gTI ∈ R relative to the scene motion

with (gTI + gT ) · Treal. For instance, gTI > 0 results in an increased motion speed,

whereas gTI < 0 results in a decreased motion speed of the visual illusion on top

of the virtual scene motion generated with gain gT from the user’s movement.

Figure 5 illustrates a number of different techniques for adding visual ego-

speed signals to virtual environments [38]. In Figures 5a-c layered optic flow fields

are transparently blended over the virtual scene: particle flow fields (a), sinusoidal

gratings (b) or a surface textured with a seamless tiled pattern approximating those

in the virtual view (c). The optic flow stimuli can be steered by modulating the

visual speed and motion of the patterns relative to the user’s self-motion using

the 2D vector displacement that results from translations as described above. The

speed can be modulated with gains gTI ∈ R applied to the translational compo-

nents of one-to-one scene motion for computation of the displacement vectors.

Figures 5d-f show illusions based on the properties of human motion detectors

described in Section 2.4. Figure 5d shows an application of four-stroke motion ap-

plied to the peripheral parts of the scene. In this illusion, two images A and B as

well as the contrast reversed images Ac and Bc are displayed in the following

looped sequence to the viewer: A → B → Ac → Bc. This results in a perceived

constant motion A → B, although the position of image elements only jumps

back-and-forth between frames. In Figure 5e, a single motion signal A → B to-

gether with masking by a gray inter-frame stimulus to support continuous motion

perception is used in a variant of two-stroke motion. Figure 5f shows an applica-
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tion of the motion without movement illusion. This illusion is constructed from

just a single still frame by applying a pair of oriented edge filters, i. e., second

derivative of a Gaussian and its Hilbert transform [78]. The so-generated two

images are blended over time to create a continuous motion signal from a single

static image (see [38] for implementation details). In all three cases, manipula-

tions of the images are applied that induce additional motion stimulation on top

of any movement of the scene view that is due to the movement of the user.

5.2. Blending Techniques

The additional motion signals in Figure 5 can be applied to the entire virtual

view, or, as was done in the figure, only in specific regions of the user’s view. Lim-

iting the areas in which the manipulations are applied is useful to avoid too much

interference with the perception of the VE and the immersion. Visual illusions in

immersive VEs may distract the user, in particular, if they occur in the region of

the virtual scene on which the user is focusing. Thus, it makes sense to apply the

manipulation only to the peripheral regions of the view i. e., regions outside the

center of interests but still within the view provided by the visual display device.

This preserves accurate vision with highest acuity around the optical line-of-sight

(Figure 4). Moreover, such a peripheral restriction is also well matched to the

properties of the human visual system, which, in the periphery, is highly sensitive

to motion and has only poor spatial resolution. Perception of self-motion therefore

relies to a large part on peripheral motion stimulation.

Pixels in the central region can be rendered with the camera state defined by

one-to-one or scaled mappings, and an illusory motion algorithm can be used only

for the peripheral region. To provide a seamless transition between the central and

peripheral regions of the views, i. e., to provide illusory motion signals only in the
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periphery, basic circular alpha blending proved to be applicable [38] (Figure 5).

Thus, potential visual distortions in the periphery do not disturb foveal informa-

tion of objects the user is focusing on.

While, as mentioned above, the human visual system collects self-motion in-

formation from the peripheral parts of the visual field, a further specialization

exists for the ground plane. In natural optic flow fields, the ground plane, re-

spectively the lower part of the visual field, contains the most reliable information

about self-movement [41, 88, 89, 90, 91]. These cues provide information about

the walking direction, as well as velocity of the observer. In contrast to peripheral

stimulation, visual modulations can thus be applied to the ground plane exclu-

sively (see Figure 4). Therefore, an adaptive alpha blending can be incorporated.

Pixels corresponding to objects in the scene can be rendered with the camera state

defined by one-to-one or scaled mappings, and an illusory motion algorithm can

be used only for the pixels that are flagged to correspond to the ground surface.

As a result, users maintain a clear view to focus objects in the visual scene, while

optic flow cues that originate from the ground can be manipulated.

6. Effectiveness of Ego-Speed Tuning

Bruder et al. [38] measured the effect of optic flow illusions on ego-speed

judgments and compared the efficacy of the different illusion and blending tech-

niques. As in Steinicke et al. [80], subjects were asked in a 2AFC procedure

whether the physical movement was smaller or greater than the virtual movement

in the HMD. Different illusory motions were blended over the visual self-motion

displayed in the HMD with gains gTI varying between −1 and 1, thus attenuating

or amplifying visual ego-speed signals. For each condition, it was determined how

21



much the PSE shifted with the addition of the illusory motion. These measure-

ments were taken for four different settings of the translational gain gT between

the virtual and the real movement: the one-to-one mapping (gT = 1), the PSE ob-

tained in the study of Steinicke et al. [80] (gT = 1.07), and the lower (gT = 0.86)

and upper gT = 1.26) detection thresholds obtained in that study (cf. Section 4).

They found that the four-stroke, two-stroke, and motion without movement il-

lusions significantly affected the judgments of virtual locomotor speed, and shifted

the PSE at which virtual and real movement seemed identical to the subject. For

layered motion stimuli only the infinite surface texture affected speed judgments;

particle flow fields and sinusoidal gratings rather gave the impression of a trans-

parent overlay of independent motion. Ground plane blending was typically as

effective as blending in the full periphery.

The effectiveness of illusory motion stimuli on ego-speed perception can be

used for two improvements in VE perception. On the one hand, the typical under-

estimation of virtual walking in case of a one-to-one mapping from real to virtual

movements (such as the 7% underestimation observed by Steinicke et al. [80]) can

be compensated by applying a slightly increased illusory optic flow, thus making

one’s virtual ego-speed appear identical to one’s physical motion in immersive

VEs. On the other hand, added illusory motion can counter the changes of virtual

ego-speed that occur when gain manipulations are used to redirect users in immer-

sive VEs (see Section 3) . For example, at a translation gain of gT = 0.86, i.e., the

lower detection threshold, adding four-stroke motion with a gain gTI = 1.2 leads

to perceived equality between virtual and physical motion. Thus, an increased or

decreased illusory optic flow can be used to shift the perceived ego-motion to-

wards the PSE even when translation gains larger or smaller than 1 are applied
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to virtual self-motion. Therefore, applying even larger gains than the detection

thresholds identified by Steinicke et al. [80] becomes possible, as illusory optic

flow stimuli can increase the range of undetectable motion manipulations in redi-

rected walking applications.

7. Conclusion and Future Directions

In this article we have reviewed and discussed many perceptual aspects re-

lated to natural locomotion in current immersive VEs. We have shown how psy-

chophysiological findings about self-motion perception can be exploited by prac-

titioners in the field of VR to enable omni-directional and unlimited walking in

virtual worlds with redirected walking techniques. We have discussed experi-

ments and studies in which the effectiveness of different approaches is evaluated

and compared. Finally, we have described recent work on how the perception of

self-motion in VEs can be changed with illusions related to optic flow, indepen-

dent of a user’s true virtual self-motion. The described techniques open up new

vistas for providing consistent self-motion cues in immersive VEs.

While the discussed approaches have shown their potential to enable natural

locomotion in immersive VEs, evaluations of these techniques have revealed cer-

tain limitations. For instance, a clockwise rotation of the virtual view in a HMD

can cause the user to unknowingly compensate by walking a circular arc in the

counter-clockwise direction. However, the psychophysical experiments have re-

vealed that when users focus on their walking direction, the illusion of walking on

a straight trajectory in the VE is only preserved if the physical trajectory follows

a circular path of usually more than 40 meters in diameter, which proves to be a

strong practical limitation in typical lab settings. While theoretically several users
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may be redirected in the same physical lab space [92], one has to avoid collisions

between users, which increases the required space even further.

However, the thresholds obtained in the experiments represent quite conserva-

tive estimates. The attention of the subjects was directed towards the deviations

and the final thresholds resulted from the mean across all subjects. When the de-

tection of deviations from natural walking is not in the focus of attention, such

as when the user in an interaction focuses on some task within the environment

higher gains might go unnoticed by the user. Secondly, simply taking the mean

threshold over all subjects bears the problem that some individuals may detect

deviations already at lower thresholds whereas others detect deviations only at

higher thresholds. Individual gain estimations might increase the range of pos-

sible gain manipulations for some users. To ensure that gain manipulations go

unnoticed by all users without the extra time to measure each individually one

could alternatively take the lowest individual threshold found in a representative

sample. However, the obtained thresholds would now be comparatively low and,

of course, even lower than the overall mean. Therefore, if the gain estimation

procedure could be reduced to a simple calibration for an individual user, individ-

ual gain estimation constitutes the best solution to achieve the optimal range of

manipulations for every user.

Considering that no technique presented so far is generally applicable in VR

labs of much smaller dimensions, practitioners in the field of virtual locomotion

face the problem of either designing hybrid approaches based on a combination

of different techniques that may suffice to make redirected walking applicable in

typical VR labs, or improving the effectiveness of the existing approaches [13].

We have shown that self-motion illusions related to optic flow can be applied to
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change the perception of ego-speed in a VE, which has great potential to improve

the effectiveness of redirection approaches. A key challenge in the field of virtual

locomotion remains a more general understanding of the limitations of movement

perception in immersive VEs, and to identify how further perceptual illusions may

be exploited to make redirected walking generally applicable.

Another challenge concerns the prediction of a user’s virtual behavior. Imple-

mentations of redirected walking require reliable prediction of a user’s path in the

VE to derive physical paths on which the user is guided in the lab space. With re-

liable path prediction in the VE unlimited and omni-directional walking becomes

possible, during which users cannot observe discrepancies between physical and

virtual paths. Moreover, users may be guided on physical paths to desired proxy

props which provide passive haptic feedback during tangible interaction [35].

Such path prediction, however, raises two key challenges. The first is to define

a physical path along which the user can be guided safely and without noticing

any deviations between physical and virtual path. This path planning should be

based on perceptual thresholds but it also needs to take into account future actions

of the user. The second challenge is related to these actions. For efficient redirec-

tion it would be required to know in advance what the user will do in order to find

the most appropriate situations in which the manipulations can be applied. Short-

term prediction could be implemented via extrapolation of movement trajectories,

whereas long-term prediction becomes only possible if the user’s goals of the lo-

comotion can be deduced. Therefore, a semantic model of the VE is required and

potential goals have to be known.

Another open issue is the effect of adaptation to motion manipulations in VEs.

Humans tend to adapt to gain changes between physical and visual movement if
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these changes are applied consistently over a certain time (e. g., [30, 68, 69, 72]).

Such adaptive properties of the perceptual system also open up possibilities for

manipulation, which have not been investigated yet in this context. Adaptation

requires that the user stays and acts within a VE for a longer time. This transforms

the user’s perception of the VE such that he learns to interact with the VE in a

particular way. The potential of these learning effects remains to be explored, but

will provide interesting directions in the area of redirected walking.
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[7] M. Schwaiger, T. Thümmel, H. Ulbrich, Cyberwalk: Implementation of a

ball bearing platform for humans, in: Proceedings of HCI, 2007, pp. 926–

935.

[8] J. Feasel, M. Whitton, J. Wendt, LLCM-WIP: Low-latency, continuous-

motion walking-in-place, in: Proceedings of Symposium on 3D User In-

terfaces, IEEE, 2008, pp. 97–104.

[9] M. Usoh, K. Arthur, M. C. Whitton, R. Bastos, A. Steed, M. Slater, F. P. J.

Brooks, Walking > walking-in-place > flying, in virtual environments, in:

Proceedings of the Conference on Computer Graphics and Interactive Tech-

niques, 1999, pp. 359–364.

[10] R. A. Ruddle, S. Lessels, The benefits of using a walking interface to nav-

igate virtual environments, ACM Trans. Comput. Hum. Interact. 16 (1 (5))

(2009) 1–5.

[11] J. Su, Motion compression for telepresence locomotion, Presence: Teleop-

erators and Virtual Environments 4 (16) (2007) 385–398.

[12] B. Williams, G. Narasimham, T. P. McNamara, T. H. Carr, J. J. Rieser, B. Bo-

denheimer, Updating orientation in large virtual environments using scaled

translational gain, in: Symposium on Applied Perception in Graphics and

Visualization, Vol. 153, ACM, 2006, pp. 21–28.

[13] E. Suma, G. Bruder, F. Steinicke, D. M. Krum, M. Bolas, A taxonomy for

27



deploying redirection techniques in immersive virtual environments, in: Pro-

ceedings of Virtual Reality, IEEE, 2012, pp. 43–46.

[14] E. Suma, D. M. Krum, S. Finkelstein, M. Bolas, Effects of redirection on

spatial orientation in real and virtual environments, in: Proceedings of Sym-

posium on 3D User Interfaces, IEEE, 2011, pp. 35–38.

[15] E. A. Suma, S. Clark, S. Finkelstein, Z. Wartell, M. Krum, M. Bolas, Lever-

aging change blindness for redirection in virtual environments, in: Proceed-

ings of Virtual Reality, IEEE, 2011, pp. 159–166.

[16] F. Steinicke, G. Bruder, K. H. Hinrichs, P. Willemsen, Change blindness

phenomena for stereoscopic projection systems, in: Proceedings of Virtual

Reality, IEEE, 2010, pp. 187–194.

[17] S. Razzaque, Redirected walking, Ph.D. thesis, University of North Carolina

at Chapel Hill (2005).

[18] V. Interrante, L. Anderson, B. Ries, Distance perception in immersive virtual

environments, revisited, in: Proceedings of Virtual Reality, IEEE, 2006, pp.

3–10.

[19] J. M. Plumert, J. K. Kearney, J. F. Cremer, K. Recker, Distance perception

in real and virtual environments, in: 2 (Ed.), ACM Trans. Appl. Percept.,

Vol. 3, 2004, pp. 216–233.

[20] J. M. Loomis, J. M. Knapp, Visual perception of egocentric distance in real

and virtual environments, in: Virtual and adaptive environments, Mahwah,

2003, pp. 21–46.

28



[21] W. B. Thompson, P. Willemsen, A. A. Gooch, S. H. Creem-Regehr, J. M.

Loomis, A. C. Beall, Does the quality of the computer graphics matter when

judging distances in visually immersive environments?, Presence 13 (5)

(2004) 560–571.

[22] T. Banton, J. Stefanucci, F. Durgin, A. Fass, D. Proffitt, The perception of

walking speed in a virtual environment, Presence 14 (4) (2005) 394–406.

[23] H. Frenz, M. Lappe, M. Kolesnik, T. Bührmann, Estimation of travel dis-

tance from visual motion in virtual environments, ACM Trans. Appl. Per-

cept. 3 (4) (2007) 419–428.

[24] B. G. Witmer, P. B. Kline, Judging perceived and traversed distance in vir-

tual environments, Presence: Teleoperators and Virtual Environments 7 (2)

(1998) 144–167.

[25] J. M. Knapp, J. M. Loomis, Limited field of view of head-mounted displays

is not the cause of distance underestimation in virtual environments, Pres-

ence: Teleoperators and Virtual Environments 13 (5) (2004) 572–577.

[26] B. Riecke, J. Wiener, Can people not tell left from right in VR? point-to-

origin studies revealed qualitative errors in visual path integration, in: Pro-

ceedings of Virtual Reality, IEEE, 2007, pp. 3–10.

[27] M. J. Kearns, W. H. Warren, A. P. Duchon, M. J. Tarr, Path integration from

optic flow and body senses in a homing task, Perception 31 (3) (2002) 349–

374.

[28] P. Peruch, M. May, F. Wartenberg, Homing in virtual environments: Effects

of field of view and path layout, Perception 26 (3) (1997) 301–311.

29



[29] E. Hodgson, E. Bachmann, D. Waller, Redirected walking to explore virtual

environments: Assessing the potential for spatial interference, ACM Trans.

Appl. Percept. 8 (4) (2011) 1–22.

[30] H.-J. Sun, J. L. Campos, G. S. W. Chan, Multisensory integration in the

estimation of relative path length, Exp. Brain Res. 154 (2004) 246–254.

[31] T. Peck, M. Whitton, H. Fuchs, Evaluation of reorientation techniques for

walking in large virtual environments, in: Proceedings of Virtual Reality,

IEEE, 2008, pp. 121–128.

[32] E. Burns, S. Razzaque, A. T. Panter, M. Whitton, M. McCallus, F. Brooks,

The hand is slower than the eye: A quantitative exploration of visual dom-

inance over proprioception, in: Proceedings of Virtual Reality, IEEE, 2005,

pp. 3–10.

[33] J. Jerald, T. Peck, F. Steinicke, M. Whitton, Sensitivity to scene motion for

phases of head yaws, in: ACM Symposium on Applied Perception in Graph-

ics and Visualization, 2008, pp. 155–162.

[34] L. Kohli, E. Burns, D. Miller, H. Fuchs, Combining passive haptics with

redirected walking, in: Proceedings of Conference on Augmented Tele-

Existence, Vol. 157, ACM, 2005, pp. 253–254.

[35] F. Steinicke, G. Bruder, T. Ropinski, K. H. Hinrichs, Moving towards gen-

erally applicable redirected walking, in: Proceedings of the Virtual Reality

International Conference, IEEE Press, 2008, pp. 15–24.

[36] P. M. Jaekl, R. S. Allison, L. R. Harris, U. T. Jasiobedzka, H. L. Jenkin,

M. R. Jenkin, J. E. Zacher, D. C. Zikovitz, Perceptual stability during head

30



movement in virtual reality, in: Proceeding of Virtual Reality, IEEE, 2002,

pp. 149–155.

[37] J. L. Campos, P. Byrne, H.-J. Sun, The brain weights body-based cues higher

than vision when estimating walked distances, Eur. J. Neurosci. 31 (10)

(2010) 1889–1898.

[38] G. Bruder, F. Steinicke, P. Wieland, M. Lappe, Tuning self-motion percep-

tion in virtual reality with visual illusions, IEEE Trans. Vis. Comput. Graph-

ics 18 (7) (2012) 1068–1078.

[39] A. Berthoz, B. Pavard, L. R. Young, Perception of linear horizontal self-

motion induced by peripheral vision (linearvection): basic characteristics

and visual-vestibular interactions, Exp. Brain Res. 23 (1975) 471–489.

[40] W. H. J. Warren, Visually controlled locomotion: 40 years later, Ecolog.

Psychol. 10 (1998) 177–219.

[41] M. Lappe, F. Bremmer, A. V. van den Berg, Perception of self-motion from

visual flow, Trends. Cogn. Sci. 3 (9) (1999) 329–336.

[42] C. S. Royden, Analysis of misperceived observer motion during simulated

eye rotations, Vis. Res. 34 (23) (1994) 3215–3222.

[43] A. Grigo, M. Lappe, Dynamical use of different sources of information in

heading detection from retinal flow, J. Opt. Soc. Am. A 16 (9) (1999) 2079–

2091.
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Figure 1: Redirected walking scenario: a user walks in the real world on a different path with a

different length in comparison to the path in the virtual world [80].
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Figure 2: Self-motion redirection: (a) discrimination between virtual and physical rotation, (b)

discrimination between virtual and physical straightforward movement, and (c) discrimination of

path curvature.
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Figure 3: Illustration of the results of the experiment by Steinicke et al. [80] testing self-motion

gains using 2AFC tasks: applicable ranges of differences between virtual and physical (a) rotation

angles, (b) translation distances, and (c) path curvature.

Figure 4: Expansional optic flow patterns with focus of expansion (FOE) for translational move-

ments, peripheral area, and ground plane [38].

39



(a) (b) (c)

(d) (e) (f)

Figure 5: Illustrations of layered motion with (a) particles, (b) sinus gratings and (c) textures fitted

to the scene, as well as (d) contrast inversion, (e) masking and (f) motion without movement.

Illusory motion stimuli are limited to peripheral regions.

40


